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Abstract. We introduce a method to detect and eliminate dead code in typed functional programming languages. Our approach relies on a type system with simple subtypes for specifying dead code and a type inference algorithm for it. Through a careful separation of the type system and the problem-specific assumptions we avoid ad hoc rules in the type system. This, combined with the fact that our approach makes the flow information in a program explicit and is based on well-understood concepts makes our approach a good candidate for a general framework for program analysis. Our technique can be used in optimizing compilers, optimization of programs extracted from theorem provers, optimization of modular systems, and other areas of software engineering.

1 Introduction

Dead code in a given program are those parts that do not affect the final result of the execution of the program. Dead code elimination is a symbolic program optimization technique, in which a program is analyzed and parts of it that are irrelevant to the final result of the computation are detected and deleted. In this paper, we give a method for dead code elimination for typed λ-calculus based languages, such as ML and typed intermediate languages.

One trend in compiler research for typed functional programming languages is to use types extensively in the compilation process \([23,32,26,14,5,15]\) via typed intermediate languages. Our method is both an instance of and a model for program analysis in these compilers. A closely related issue is the optimization of highly modular systems. Systems built out of modules offer well-known advantages, but lead to performance inefficiencies. Dead code elimination at the source level is a fundamental ingredient in the optimization of these systems. We discuss this more thoroughly in the context of a particular distributed communication system Ensemble, at the conclusion. Another usage is in software engineering, where dead code arises during the evolution of programs. Detection of dead code is useful in tools for software engineering, both as it is and as a model for other closely related program analysis problems, explained below. Another area where the problem of dead code elimination appears is the

\footnote{The authors are supported by ONR and DARPA under the respective contract numbers N00014-92-J-1764 and F30602-95-1-0047.}
optimization of proof extracts from formal proofs [2, 6, 3, 4, 25, 31]. The code generated by extraction from proofs usually contains a lot of redundancy and dead code elimination is one technique used to optimize this code.

As it is noted in [16, 17], there are other program analysis problems that do not explicitly involve dead code, but depend on closely related notions. Examples are program slicing [33, 29], specialization [29], incrementalization [18, 19] and compile-time garbage collection [9, 10, 24]. Hence, [16] prefers to use a more general name and call it dependence analysis. The techniques developed in our paper can be used to address these problems.

In this paper, we present a technique for dead code elimination in typed functional programming languages. The central idea of our approach is to introduce a type system based on simple subtypes [21], which functions as a logic capable of specifying dead code. We then introduce a type inference algorithm for this type system, which in effect, locates dead code. Apart from solving the specific problem of dead code elimination, our method makes the flow information about a program explicit, which makes it a good candidate for a general framework for program analysis. The power and extensibility of the approach arises from its clean conceptual basis, relying on well-understood concepts like type system, typing, type inference, simple subtypes, etc., which makes it blend naturally with typed functional languages like ML. One point to note is that our approach does not transform the program being analyzed, but instead pinpoints its dead parts first. This is especially crucial in software engineering applications.

In Section 2 we introduce a simple type system for refinement types which is built on top of the standard typed λ-calculus type system [28] and uses simple subtypes as in [21]. We present an algorithm sieve() which converts a typed expression to a sieved expression and thus eliminates dead code. In Section 3 we investigate the properties of our type system and show that the application of sieve() does in fact preserve the value of an expression. In Section 4 we introduce an extended type inference algorithm. We show that its combination with sieve() does in fact lead to the desired result (Theorem 7) and that it pinpoints all the dead code specifiable in the type system (Theorem 8). In Section 5 we explain how our approach can be extended to a real programming language such as ML. In Section 6, we discuss related work. We conclude with a brief discussion of future work.

2 A Simple Type System for Refinement Types

We give a discussion of the ideas involved in this section, before getting to the formal work. The first idea is that we have a type system, called refinement types, built on top of the ordinary type system of the typed λ-calculus. We use this system to express which subexpressions of a given expression are relevant to the value of the expression.

Consider \( e = (\lambda x.y)z \). Here, the subexpression \( z \) is irrelevant to the result of the computation. In the system we propose, \( e \) would be decorated with refinement types as follows: \( e = (\lambda x^D.y^{L,D}z^{D,L})^L \). Instead of giving a type to
the whole expression, we “decorate” all the subexpressions with their refinement types.

The intuition behind refinement types is as follows. \( L \) is used to mark possibly “useful” pieces of code and \( D \) for “useless” code. Hence, the decoration \( (\lambda x^D . y^L)^{D \to L} \) intuitively means \( y \) has some value which can affect the result of the overall computation and \( \lambda x. y \) is a function, whose input does not affect the computation, but its result may.

Given a “decorated” \( \varepsilon \), we can “sieve out” dead code as follows:

\[
\varepsilon = (\lambda x. y) \square_t
\]

We use \( \square_t \) to stand for a subexpression with type \( t \) in typed \( \lambda \)-calculus. We do not care what is inside \( \square_t \), which is \( z \) in this case, since it does not affect the result of the computation.

So, the general strategy we follow is to take a typed \( \lambda \)-calculus term, “decorate” it with “refinement types” and finally locate dead code using these types. The formal definitions of these concepts are given later in this chapter.

**Example 1.** The expression \( \varepsilon = (\lambda y.((\lambda f.f)(\lambda x.gu))y)((\lambda z.z)w) \) contains two subexpressions \( y \) and \( (\lambda z.z)w \) which are irrelevant for the result of its evaluation. In our type system, the expression \( \varepsilon \) would be decorated with types as follows:

\[
\varepsilon = ((\lambda y^D.((\lambda f^{D \to L}.f^{D \to L})(D \to L)\to (D \to L))\to (\lambda x^D.(g^{L \to L} u^L)^L)^{D \to L}u^D)^L
\]

\( y^D \) intuitively means that \( y \) has a value that does not affect the result of the overall computation while \( (g^{L \to L} u^L)^L \) expresses that the value of \( gu \) will be used during computation. \( \lambda x.gu \) is a function whose input does not affect the computation, but its result may.

Given a decorated expression, we can sieve out all dead code, i.e. to a first approximation, all the expressions which are decorated with \( D \). If the original type of such an expression in typed \( \lambda \)-calculus is \( \tau \) we replace the expression by the term \( \square_\tau \). Eliminating the dead code from \( \varepsilon \) thus results in \( \varepsilon = (\lambda y.((\lambda f.f)(\lambda x.gu)) \square_t) \square_t \) where \( t \) is a type variable.

In the rest of the examples, we will stick to this convention of using \( \varepsilon_t \) for decorated expressions and \( \varepsilon_t \) for sieved expressions.

In the rest of this section we formally define a type system of refinement types which refines the simple types of the standard typed \( \lambda \)-calculus [28]. Several issues that arise in the extension to a full-scale programming language, like let-polymorphism, recursion and implementation are postponed to Section 5.

**Definition 1.** The simply typed \( \lambda \)-calculus is defined by:

\[
\begin{align*}
\tau &::= t \mid \tau_1 \to \tau_2 \\
\varepsilon &::= x \mid \lambda x : \tau . \varepsilon \mid \varepsilon_1 \varepsilon_2
\end{align*}
\]

In the following discussions, we discard the typing assertion in lambda abstractions, if it has no direct bearing on the argument. We also assume that the \( \lambda \)-expressions are \( \alpha \)-converted, so that there are no name clashes.
Fig. 1. Type system for the typed λ-calculus with refinement types

**Definition 2.** Refinement types are defined by the grammar \( \sigma := L | D | \sigma_1 \rightarrow \sigma_2 \). A refinement type \( \sigma \) refines a simple type \( \tau \) iff

1. \( \tau = t \) and \( (\sigma = L \text{ or } \sigma = D) \) or
2. \( \tau = \tau_1 \rightarrow \tau_2 \), \( \sigma = \sigma_1 \rightarrow \sigma_2 \), \( \sigma_1 \) refines \( \tau_1 \), and \( \sigma_2 \) refines \( \tau_2 \).

Hence, a refinement type refines any ordinary type which has the same syntactical structure. It does not distinguish between different type variables but instead includes information about the usefulness of the expressions under consideration. The type \( L \) is used to specify “relevant to the result of the computation” and \( D \) is for “irrelevant to the result of the computation”. These types are used on top of the standard type system of the typed λ-calculus.

The type system given in Figure 1 is an instance of Mitchell’s type system with simple subtypes [21]. However, since refinement types contain no variables, there is no need for a constraint environment. Instead of giving a single type to a λ-expression \( e \), we decorate it, i.e. annotate all subexpressions with their corresponding refinement types. The reason for this is not only the final type \( \sigma \) of \( e \), but the types of all the subexpressions are utilized for the purpose of dead code elimination. A decorated expression is denoted by \( e^\sigma \).

As usual the type system is presented in the form of proof rules for checking that a given decoration \( \sigma \) for an expression \( e \) is correct in the context \( \Gamma = x_1^{\sigma_1}, \ldots, x_n^{\sigma_n} \) of typings for the free variables \( x_i \) of \( e \). We denote this statement by \( \Gamma \triangleright e^\sigma \) while \( \leq \) denotes the subtype relation between types. There are just two type constants, \( D \) and \( L \).

The refinement type \( \sigma \) of a decorated expression \( e^\sigma \) determines whether \( e \) is dead or alive. Intuitively, a subexpression \( e \) may be useful to the result of the overall computation if it has a refinement type \( \sigma \) whose final result type is \( L \). Only this tail of \( \sigma \) is relevant, since the usefulness of a function is determined by the usefulness of its result.

**Definition 3.** The tail of a refinement type \( \sigma \) is defined recursively as follows:

\[
\text{tail}(L) = L, \quad \text{tail}(D) = D, \quad \text{tail}(\sigma_1 \rightarrow \sigma_2) = \text{tail}(\sigma_2).
\]
A refinement type $\sigma$ is useful if $\text{tail}(\sigma) = L$ and useless if $\text{tail}(\sigma) = D$. We denote this by $\text{useful}(\sigma)$ and $\text{useless}(\sigma)$.

A subexpression of a given expression $e$ whose refinement type $\sigma$ is useless does not contribute to the evaluation of $e$ and can safely be eliminated. Formally we replace it by a placeholder $\Box_\tau$ where $\tau$ is the original typed $\lambda$-calculus type of the subexpression. This indicates that the value of the expression is irrelevant while its type may still be needed for a correct typing. The resulting sieved expression $e$ thus makes all the dead code in $e$ explicit. Sieved expression are evaluated using the ordinary $\lambda$-reduction. For proof purposes, we denote this reduction by $\rightarrow_c$.

**Definition 4.** Sieved expressions are defined by the grammar

$$e = x \mid \Box_\tau \mid \lambda x.e \mid e_1e_2.$$  

The reduction $\rightarrow_c$ for sieved expressions is defined by $(\lambda x.e_1)e_2 \rightarrow_c e_1\{e_2/x\}$.

**Example 2.** Consider the sieved expression $e = (\lambda y.(\lambda f.((\lambda x.u))\Box_1)\Box_1)$ from Example 1. Then $e \rightarrow_c ((\lambda f.((\lambda x.gu))\Box_1) \rightarrow_c (\lambda x.gu)\Box_1 \rightarrow_c gu$

Sieved expressions are generated from decorated expressions by a simple algorithm $\text{sieve}$ which makes dead code explicit and removes the decorations from the other subexpression.

**Definition 5.** The function $\text{sieve}$ is defined recursively as follows

$$\text{sieve}(e_{\tau^\sigma}) = \begin{cases} \text{if } \text{useless}(\sigma) \text{ then } \Box_\tau \\ \text{else if } e^\sigma = x^\sigma \text{ then } x \\ \text{else if } e^\sigma = (\lambda x^{\sigma_1}.e_{\sigma_1}^{\sigma_2})^{\sigma_3 \rightarrow \sigma_4} \text{ then } \lambda x.\text{sieve}(e_{\sigma_4}^{\sigma_1}) \\ \text{else if } e^\sigma = (e_{\sigma_1}^{\sigma_1 \rightarrow \sigma_2}e_{\sigma_2}^{\sigma_1})^{\sigma_3} \text{ then } \text{sieve}(e_{\sigma_1}^{\sigma_1 \rightarrow \sigma_2})\text{sieve}(e_{\sigma_2}^{\sigma_1}) \end{cases}$$

Here, $e_{\tau^\sigma}$ is an expression $e$, whose typed $\lambda$-calculus type is $\tau$ and whose refinement type is $\sigma$.

**Example 3.** Let $e$ be the decorated term given in Example 1. Then $\text{sieve}(e)$ results in $e = (\lambda y.(\lambda f.((\lambda x.u))\Box_1)\Box_1)$.

We show in the next section that $\text{sieve}(e^\sigma)$ and $e$ have the same value provided $\sigma$ is a correct decoration of $e$. In Section 4 we show how to find such a correct decoration through type inference.

### 3 Properties of the Type System

In this section, we investigate the properties of the type system. Our aim is to show that if we eliminate useless parts of a given piece of code, as specified by the type system, the resulting code reduces to the same normal form, as the original code and that thus it is in fact dead code. In more specific terms, given an expression $e_1$, if $e_1$ is a “decorated” version of it, then under certain assumptions, $\text{sieve}(e_1)$ and $e_1$ reduce to the same normal form. This is proven in Theorem 5.

First, let us explain what we mean by “normal form”.
Definition 6. An expression $e$ is in $\beta$-normal form (c-normal form) if it is not possible to reduce any of its subexpressions, w.r.t. $\rightarrow_\beta$ ($\rightarrow_c$ respectively).

Definition 7.

- $e_1 \Downarrow e_n$ if $e_1 \rightarrow_\beta \ldots \rightarrow_\beta e_n$ and $e_n$ is in $\beta$-normal form.
- $e_1 \Downarrow_c e_n$ if $e_1 \rightarrow_c \ldots \rightarrow_c e_n$ and $e_n$ is in c-normal form.

From now on, we will use normal form, instead of $\beta$-normal form or c-normal form, if the meaning can be inferred from the context.

Example 4. Let $e$ and $\epsilon$ be as in Example 1. Then the corresponding reductions are:

$$
e = (\lambda y.((\lambda f .((\lambda x. g u) y)((\lambda z.w)))((\lambda z.w))) \rightarrow_\beta (\lambda y.((\lambda f .((\lambda x. g u) y) \square t)\square t) \rightarrow_\beta (\lambda y.((\lambda x. g u) \square t)\square t) \rightarrow_\beta (\lambda x. g u)\square t \rightarrow_\beta (\lambda x. g u)$$

Here is a rough discussion of what is to follow. We want to prove Theorem 5, which roughly states that if $e_1$ is a decoration of $e_1$ and $\text{sieve}(e_1) = e_1$, then $e_1 \Downarrow v$ iff $e_1 \Downarrow_c v$. The method of the proof can be summarized by the following:

$$\begin{align*}
e_1 \rightarrow_\beta e_2 & \rightarrow_\beta \ldots \rightarrow_\beta e_n \\
\Downarrow & \Downarrow \\
e_1 \rightarrow_h e_2 & \rightarrow_h \ldots \rightarrow_h e_n \\
\Downarrow & \Downarrow \\
e_1 \rightarrow_c e_2 & \rightarrow_c \ldots \rightarrow_c e_k
\end{align*}$$

The main idea is to investigate the correspondence between the reduction steps $e_1$ and $e_1$. For this purpose, we define $\rightarrow_h$, a reduction of typed terms. In the figure above, the reduction steps of $e_1$, and the corresponding steps of $e_1$ and $e_1$ are explicitly given. In Theorem 2, we prove that if $e_1$ is a proper decoration of $e_1$, $e_1 \rightarrow_\beta e_2$ and $e_1 \rightarrow_h e_2$, then $e_2$ is a proper decoration of $e_2$. By induction, this means that the first and second rows of the figure correspond to each other, as depicted in the diagram.

Similarly, there is a correspondence between the second and third rows, as proven in Theorem 3: if $\text{sieve}(e_1) = e_1$ and $e_1 \rightarrow_\beta e_2$, then either $\text{sieve}(e_2) = e_1$, if there is no corresponding step in $e_1$ (i.e., the reduction in $e_1$ occurs inside a $\square_t$ in $e_1$) or $e_1 \rightarrow_c e_2$ and $\text{sieve}(e_2) = e_2$.

Finally, Theorem 1 states that under certain conditions, an expression in normal form has no dead code. Hence, in our diagram, $e_n = e_k$.

To this aim, we first introduce the concept of “IO-correctness”. Here is an intuitive discussion of how it arises.
Example 5. Consider the typing $f^{D-L} \triangleright (f^{D-L}3D)^L$. Although, the typing is a correct one according to the rules in Figure 1, it assumes that the input to $f$ (i.e. $3$) is useless. This is not a conservative statement, because it is not possible to instantiate $f$ with $\lambda x. x$ in any way that respects the typing rules. Intuitively, although we assume in the above typing that the input to $f$ is irrelevant to the result of the computation, whereas its output is, the input of $\lambda x. x$ is relevant to its output. So, if the output of $\lambda x. x$ is useful, then so is its input. Hence, $f$ cannot be instantiated by $\lambda x. x$. As a result, we need to restrict the set of allowable typings to prohibit this kind of non-conservative approximation of the behavior of the expression in question. In particular, we need to assert that for each $f^\sigma$ in the typing environment, if the output of $f$ is useful, then so should be its input. The existence of higher order functions and lambda abstractions brings in some complications. The exact formulation is below.

Definition 8. A type $\sigma_1 \rightarrow \sigma_2$ is top-level IO-related iff $\text{tail}(\sigma_1) \leq \text{tail}(\sigma_2)$.

Definition 9. A type $\sigma$ is positively IO-related iff all subtypes of $\sigma$ at positive occurrences are top-level IO-related. Similarly, a type $\sigma$ is negatively IO-related iff all subtypes of $\sigma$ at negative occurrences are top-level IO-related.

Definition 10. A typing assertion $\Gamma \triangleright e^\sigma$ is IO-correct iff

1. For all $f^\sigma, e \in \text{dom}(\Gamma)$, $\sigma_f$ are positively IO-related.
2. $\sigma$ is negatively IO-related.
3. $\text{tail}(\sigma) \leq L$

In the above definition, the first assertion makes sure that the assumptions about the variables in the environment are conservative. Similarly, the second assertion guarantees that the assumptions about the inputs to the expression $e$ are conservative. The last assertion makes sure that the whole expression $e$ is always considered useful.

The following lemma is used in the proof of 1.

Lemma 1.

1. If $\sigma_1 \leq \sigma_2$ and $\sigma_1$ is positively IO-related, then $\sigma_2$ is positively IO-related.
2. If $\sigma_1 \leq \sigma_2$ and $\sigma_2$ is negatively IO-related, then $\sigma_1$ is negatively IO-related.

Proof: We use mutual induction on the structure of $\sigma_1$ and $\sigma_2$.

**Base Case:** Let $\sigma_1 = \eta_1 \rightarrow \kappa_1$ and $\sigma_2 = \eta_2 \rightarrow \kappa_2$, where $\eta_1, \eta_2, \kappa_1$ and $\kappa_2$ are either or $L$.

The assumption $\sigma_1$ is positively IO-related implies that $\vdash \eta_1 \leq \kappa_1$. Since $\vdash \sigma_1 \leq \sigma_2$, this implies that $\sigma_2$ is positively IO-related.

The second case can be proven similarly.

**Induction Case:** We deal with the first case first. Let $\sigma_1 = \eta_1 \rightarrow \kappa_1$ and $\sigma_2 = \eta_2 \rightarrow \kappa_2$.

By the assumptions of the lemma, $\vdash \eta_1 \rightarrow \kappa_1 \leq \eta_2 \rightarrow \kappa_2(1)$ and $\eta_1 \rightarrow \kappa_1$ is positively IO-related(2). These imply that $\eta_1$ is negatively IO-related and $\vdash \eta_2 \leq \eta_1$, which in turn imply that $\eta_2$ is negatively IO-related. Similarly we have $\kappa_1$ is positively IO-related and $\vdash \kappa_1 \leq \kappa_2$, which in turn imply $\kappa_2$ is positively IO-related. Hence, we only need to prove $\vdash \text{tail}(\eta_2) \leq \text{tail}(\kappa_2)$. Now (1) implies $\vdash \text{tail}(\eta_2) \leq \text{tail}(\eta_1)$ and $\vdash \text{tail}(\kappa_1) \leq \text{tail}(\kappa_2)$. (2) implies $\vdash \text{tail}(\eta_1) \leq \text{tail}(\kappa_1)$. These together imply $\vdash \text{tail}(\eta_2) \leq \text{tail}(\kappa_2)$, as required.
The following theorem proves that under certain assumptions, expressions in normal form have no dead code.

**Theorem 1.** If $\vdash \Gamma \triangleright e^\sigma$ is IO-correct and $e$ is in normal form, then $e$ contains no dead code, i.e. no subexpression $e_1^{\sigma_1}$ such that $\text{useless}(\sigma_1)$.

**Proof:** By induction on the proof tree for $\vdash \Gamma \triangleright e^\sigma$. The proof cases are the last rule applied in the proof.

- $\Gamma \triangleright x^\tau(\sigma)$: From the third condition of being IO-correct, we have $\text{tail}(\sigma) \leq L$. So, $\sigma$ is not useless.

- $\Gamma, e^\tau_1 \triangleright e^\sigma_2$: If we prove $\vdash \Gamma, x^\tau_1 \triangleright e^\sigma_2$ is IO-correct and $e$ is in normal form, then using the induction hypothesis, we have our result. The second part follows from the fact that $\lambda x.e$ is in normal form. As for the first part:
  1. We have $\sigma_1 \rightarrow \sigma_2$ is negatively IO-related, which implies that $\sigma_1$ is positively IO-related. Hence, $\Gamma, x^\tau_1$ is positively IO-related.
  2. We have $\sigma_1 \rightarrow \sigma_2$ is negatively IO-related, which implies that $\sigma_2$ is positively IO-related.
  3. $\text{tail}(\sigma_1 \rightarrow \sigma_2) = \text{tail}(\sigma_2) \leq L$.

- $\Gamma \triangleright (e_1^{\sigma_1} \rightarrow e_2^{\sigma_2})$: By the assumptions of the theorem, $e_1 e_2$ is in normal form. Hence, $e_1$ cannot be a $\lambda$-expression. So, either $e_1$ is a variable or an application, which is itself in normal form. By induction, it can be proven that for some $\sigma_1^{(n)}$ to $\sigma_1^{(1)}, e_1 = f^{\sigma_1^{(n)} \rightarrow \ldots \rightarrow \sigma_1^{(1)} \rightarrow \sigma_1 \rightarrow \sigma_2}$, $e_1^{\sigma_1^{(1)}} e_2^{\sigma_1^{(1)}} \cdots e_1^{(1)} e_2^{(1)}$. From $\text{feed}(\Gamma)$ and first condition of being IO-correct, we have $\sigma_1^{(n)} \rightarrow \ldots \rightarrow \sigma_1^{(1)} \rightarrow \sigma_1 \rightarrow \sigma_2$ is positively IO-related.

- $e_1$ has no dead code iff $e_1^{\sigma_1^{(i)}}$ has none and $f$ is not dead. $f$ is not dead, because $\text{tail}(\sigma_1^{(n)} \rightarrow \ldots \rightarrow \sigma_1^{(1)} \rightarrow \sigma_1 \rightarrow \sigma_2) = \text{tail}(\sigma_2) \leq L$, which follows from the third part of the assumption of the theorem asserting that $\Gamma \triangleright e_1 e_2$ is IO-correct.

- It can be proven by the induction hypothesis that $\Gamma \triangleright e_1^{\sigma_1^{(i)}}$ has no dead code:
  1. $\Gamma$ is positively IO-related, which follows from the assumption of the theorem.
  2. $(1)$ implies $\sigma_1^{(i)}$ is negatively IO-related.
  3. We have $\text{tail}(\sigma_2) \leq L$ from the third part of the assumption, that $\Gamma \triangleright (e_1 e_2)^\sigma_2$ is IO-correct. $(1)$ implies $\vdash \text{tail}(\sigma_1) \leq \text{tail}(\sigma_2)$. Hence, we have $\vdash \text{tail}(\sigma_1) \leq L$.

- It can also be proven by the induction hypothesis that $\Gamma \triangleright e_2^{\sigma_1}$ has no dead code:
  1. $\Gamma \triangleright e_1 e_2$ is IO-correct, hence $\Gamma$ is positively IO-related.
  2. $(1)$ implies that $\sigma_1$ is negatively IO-related.
  3. $(1)$ implies that $\vdash \text{tail}(\sigma_1) \leq \text{tail}(\sigma_2)$ and we know that $\vdash \text{tail}(\sigma_2) \leq L$, hence $\vdash \text{tail}(\sigma_1) \leq L$.

- Hence, $\Gamma \triangleright e_2^{\sigma_1}$ has no dead code. The application $(e_1 e_2)^\sigma_2$ is not dead, since $\text{tail}(\sigma_2) \leq L$, by the assumption of the theorem. Hence, $\Gamma \triangleright (e_1 e_2)^\sigma_2$ has no dead code.

- $\Gamma \triangleright e^{\sigma_1} \vdash \sigma_1 \leq \sigma_2$: We have to prove that $\Gamma \triangleright e^{\sigma_1}$ is IO-correct. That $e^{\sigma_1}$ is in normal form follows from the assumption that $e^{\sigma_2}$ is in normal form.

  1. The assumption of the theorem gives that $\Gamma$ is positively IO-related.
2. The assumption of the theorem implies \( \sigma_2 \) is negatively IO-related. We have 
\( \vdash \sigma_1 \leq \sigma_2 \). Hence, by the previous lemma, \( \sigma_1 \) is IO-related.

3. \( \vdash \sigma_1 \leq \sigma_2 \) implies \( \vdash \tau_{\underline{\sigma}_1}(\sigma_1) \leq \tau_{\underline{\sigma}_1}(\sigma_2) \). The assumption of the theorem implies, \( \vdash \tau_{\underline{\sigma}_i}(\sigma_i) \leq L \). Hence \( \vdash \tau_{\underline{\sigma}_1}(\sigma_1) \leq L \).

Hence, we have proven \( \Gamma \vdash e^{\sigma_1} \) is IO-correct and \( e \) is in normal form. By the
induction hypothesis, \( e^{\sigma_1} \) and hence \( e^{\sigma_2} \) has no dead code.

\( \Box \)

In order to prove our main result we must be able to establish a correspondence between raw and decorated \( \lambda \)-terms during a series of reduction steps. For
this purpose we define a reduction rule for decorated \( \lambda \)-terms which, in addition
to the ordinary \( \beta \)-reduction, takes care of the relations between the types.

**Definition 11.** Substitution \( e_1^{\sigma_2} \{e_2^{\sigma_3}/x\} \) on decorated expressions is recursively defined by the following rules:

\[
\begin{align*}
x^{\sigma_1} \{e^{\sigma_2}/x\} &= e^{\sigma_1} \\
y^{\sigma_1} \{e^{\sigma_2}/x\} &= y^{\sigma_1} \\
(\lambda y^{\sigma_1}. e_1^{\sigma_2})^{\sigma_3 \rightarrow \sigma_4} \{e^{\sigma_5}/x\} &= (\lambda y^{\sigma_1}. (e_1^{\sigma_2}) \{e^{\sigma_5}/x\})^{\sigma_3 \rightarrow \sigma_4} \\
(e_1^{\sigma_1 \rightarrow \sigma_2} e_2^{\sigma_2})^{\sigma_3} \{e^{\sigma_5}/x\} &= ((e_1^{\sigma_1 \rightarrow \sigma_2}) \{e^{\sigma_5}/x\}) (e_2^{\sigma_2})^{\sigma_3} \{e^{\sigma_5}/x\})^{\sigma_4}
\end{align*}
\]

The reduction \( \rightarrow_b \) for decorated expressions is defined by

\[
((\lambda x^{\sigma_1}. e_1^{\sigma_2})^{\sigma_3 \rightarrow \sigma_4} e_2^{\sigma_3})^{\sigma_5} \rightarrow_b (e_1^{\sigma_5}) \{e_2^{\sigma_3}/x\}^{\sigma_5}
\]

It is important to note that the reduction rule keeps only the outermost type of an expression. For example, \((\lambda x^{\sigma} \cdot x^\sigma)^{\sigma \rightarrow \sigma} e_2^{\sigma_2}) \rightarrow_b x^{\sigma_1} \{e_2^{\sigma_3}/x\} = e^{\sigma_1}.

**Example 6.** Let \( \varepsilon = ((\lambda x^D \cdot y^L)^{D \rightarrow L} z^D)^L \). Then, \( \varepsilon \rightarrow_b z^L \).

**Example 7.** Let \( \varepsilon \) be the decorated term given in Example 1. Then

\[
\varepsilon \rightarrow_b ((\lambda y^D \cdot ((\lambda x^D \cdot (y^L - L u^L)^L)^D \rightarrow L y^D)^L)^D \rightarrow L ((\lambda x^D \cdot z^D)^D \rightarrow D u^D)^D)^L \]

The following lemma is used in the proof of Theorem 2.

**Lemma 2.** If \( \vdash \Gamma, x^{\sigma_1} \vdash e_1^{\sigma_2} \) and \( \vdash \Gamma \vdash e_2^{\sigma_3} \) and \( \vdash \sigma_3 \leq \sigma_1 \), then \( \vdash \Gamma \vdash e_1^{\sigma_2} \{e_2^{\sigma_3}/x\} \).

**Proof:** By straightforward induction on the structure of \( e \):

\( e = x \): We have \( \vdash \Gamma, x^{\sigma_1} \vdash x^{\sigma_2} \) (1), \( \vdash \Gamma \vdash e_2^{\sigma_3} \) (2) and \( \vdash \sigma_3 \leq \sigma_1 \) (3). In the proof of (1), only the rule SUB can be used. Hence, \( \vdash \sigma_1 \leq \sigma_2 \). This with (3) gives \( \vdash \sigma_3 \leq \sigma_2 \). (2) combined with this gives \( \vdash \Gamma \vdash e_2^{\sigma_2} \). Since, by definition \( e_2^{\sigma_2} = x^{\sigma_2} \{e_2^{\sigma_3}/x\} \),
we are done.

\( e = y \neq x \): \( \vdash \Gamma, x^{\sigma_1} \vdash y^{\sigma_2} \) implies \( \vdash \Gamma \vdash y^{\sigma_2} \). Since, by definition, \( y^{\sigma_2} = y^{\sigma_2} \{e_1^{\sigma_3}/x\} \),
we are done.

\( e = (\lambda y^{\rho_1}. d^{\rho_2})^{\rho_3 \rightarrow \rho_4} \): Assume \( \vdash \Gamma, x^{\sigma_1} \vdash (\lambda y^{\rho_1}. d^{\rho_2})^{\rho_3 \rightarrow \rho_4} \) (1), \( \vdash \Gamma \vdash e_2^{\sigma_3} \) (2) and \( \vdash \sigma_3 \leq \sigma_1 \) (3). (1) is true only if \( \vdash \rho_1 \rightarrow \rho_2 \leq \rho_3 \rightarrow \rho_4 \) (4) and \( \vdash \Gamma, x^{\sigma_1}, y^{\rho_1} \vdash d^{\rho_3} \) (5). Hence, by induction hypothesis and (2), we have \( \vdash \Gamma, y^{\rho_1} \vdash d^{\rho_3} \{e_2^{\sigma_3}/x\} \) (6). By LAM, SUB and (4), \( \vdash \Gamma \vdash (\lambda y^{\rho_1}. d^{\rho_2})^{\rho_3 \rightarrow \rho_4} \{e_2^{\sigma_3}/x\} \). The last expression is equal
to \((\lambda y^{\rho_1}. d^{\rho_2})^{\rho_3 \rightarrow \rho_4} \{e_2^{\sigma_3}/x\} \), by definition.

\( e = (d^{\rho_1 \rightarrow \rho_2} d_2^{\rho_3})^{\rho_3} \): Similar to the case above.

\( \Box \)

The following theorem asserts that the correspondence between raw and decorated \( \lambda \)-terms are kept intact after a reduction step.
Theorem 2. If $\vdash \Gamma \triangleright e_1$ is a decoration of $e_1$ with refinement types, $e_1 \rightarrow_{\beta} e_2$ and $e_1 \rightarrow_{\beta} e_2$, where these reduction steps correspond to each other, then $\vdash \Gamma \triangleright e_2$ is a decoration of $e_2$.

Proof: Let $E[[((\lambda x.e_1)e_2)] \rightarrow_{\beta} E[[e_1\{e_2/x\}]]$. We will transform a proof of the decoration of the left hand side of the reduction to a proof of the decoration of the right hand side. Due to the nature of the proof system, all we need to do is to prove the part related to the reduction $((\lambda x^{\sigma_1}.e_1^{\sigma_1})^{\sigma_3^{\sigma_1}}e_2^{\sigma_3})^{\sigma_5} \rightarrow_{\beta} (e_1^3\{e_2^3/x\})^{\sigma_5}$. The proof of the left hand side is of the following form:

\[
\begin{align*}
& \vdash \Gamma, x^{\sigma_1} \triangleright e_1^{\sigma_1}(1) \\
& \vdash \Gamma \triangleright (\lambda x^{\sigma_1}.e_1^{\sigma_1})^{\sigma_3^{\sigma_1}}^{\sigma_3^{\sigma_1}} e_2^{\sigma_3}(2) \\
& \vdash \Gamma \triangleright ((\lambda x^{\sigma_1}.e_1^{\sigma_1})^{\sigma_3^{\sigma_1}} e_2^{\sigma_3})^{\sigma_5}
\end{align*}
\]

We have $\vdash \Gamma, x^{\sigma_1} \triangleright e_1^{\sigma_1} (1)$ and $\vdash \Gamma \triangleright e_2^{\sigma_3} (2)$. From the proof, it is seen that $\vdash \sigma_1 \rightarrow \sigma_2 \leq \sigma_3^{\sigma_1}$ (3) and $\vdash \sigma_4 \leq \sigma_5$ (4). Using (1), (2) and (3) and (4), we have $\vdash \sigma_2 \leq \sigma_5$. We eventually have $\vdash \Gamma \triangleright e_2^{\sigma_5}\{e_2^3/x\}$. □

The following two lemmas are used in the proof of Theorem 3.

Lemma 3. If $\vdash \Gamma \triangleright e^{\sigma_1}$ and $\vdash \Gamma \triangleright e^{\sigma_2}$ are two decorations that are only different in the types $\sigma_1$ and $\sigma_2$ and neither of these are useless, then $\text{sieve}(e^{\sigma_1}) = \text{sieve}(e^{\sigma_2})$.

Proof: Straightforward induction. □

Lemma 4. Let $\epsilon = (\text{sieve}(e_1^{\sigma_1})\{\text{sieve}(e_2^{\sigma_2})/x\}$ and $\epsilon' = \text{sieve}(e_1^{\sigma_1}\{e_2^3/x\}$, where $\vdash \Gamma, x^{\sigma} \triangleright e_1^{\sigma_1}$ and $\vdash \Gamma \triangleright e_2^{\sigma_3}$ for some $\Gamma$ and $\sigma$. If $\vdash \sigma_2 \leq \sigma$, then $\epsilon = \epsilon'$.

Proof: Proof by induction on the “usefulness” of $\epsilon_1$:

If useless($\sigma_1$), then $\epsilon = \square_\tau = \epsilon'$, where $\sigma_1$ refines $\tau$.

Else:

x: $\epsilon = x\{\text{sieve}(e_2^{\sigma_2})/x\} = \text{sieve}(e_2^{\sigma_2})$ and $\epsilon' = \text{sieve}(e_2^{\sigma_1})$. From the assumption of the lemma, $\vdash \sigma_2 \leq \sigma$ and since $\vdash \Gamma, x^{\sigma} \triangleright x^{\sigma_1}$, we have $\vdash \sigma \leq \sigma_1$. So $\vdash \sigma_2 \leq \sigma_1$ and useless($\sigma_1$). Hence, useful($\sigma_2$). Finally, using the previous lemma, $\epsilon = \epsilon'$.

y: If $x \neq y$, then $\epsilon = \epsilon' = y$.

$\lambda y^{\sigma_1}.d^{\sigma_2})^{\sigma_3^{\sigma_1}}^{\sigma_3^{\sigma_1}}$: We have

\[
\begin{align*}
\epsilon &= \text{sieve}((\lambda y^{\sigma_1}.d^{\sigma_2})^{\sigma_3^{\sigma_1}}^{\sigma_3^{\sigma_1}}\{\text{sieve}(e_2^{\sigma_2})/x\} \\
&\quad = (\lambda y.\text{sieve}(d^{\sigma_4}))\{\text{sieve}(e_2^{\sigma_2})/x\} \\
&\quad = \lambda y.\text{sieve}(d^{\sigma_4}\{\text{sieve}(e_2^{\sigma_2})/x\} \\
\epsilon' &= \text{sieve}((\lambda y^{\sigma_1}.d^{\sigma_2})^{\sigma_3^{\sigma_1}}^{\sigma_3^{\sigma_1}}\{e_2^3/x\}) \\
&\quad = \text{sieve}((\lambda y^{\sigma_1}.d^{\sigma_2}\{e_2^3/x\})^{\sigma_3^{\sigma_1}}^{\sigma_3^{\sigma_1}} \\
&\quad = \lambda y.\text{sieve}(d^{\sigma_4}\{e_2^3/x\})
\end{align*}
\]
since \( \rho_3 \rightarrow \rho_4 = \sigma_1 \) is useful by assumption.

We know \( \vdash \Gamma, x^\sigma \triangleright (\lambda y^\rho_1. d^\rho_2)^{\rho_3 \rightarrow \rho_4} \) (1) and assume \( \vdash \sigma_2 \leq \sigma \). (1) implies \( \vdash \Gamma, y^\rho_1, x^\sigma \triangleright d^\rho_2 \) and \( \rho_2 \leq \rho_4 \). Hence, \( \vdash \Gamma, y^\rho_1, x^\sigma \triangleright d^\rho_4 \). We also know that \( \vdash \Gamma \triangleright e_1^\sigma \). This implies \( \vdash \Gamma, y^\rho_1 \triangleright e_1^\sigma \) (we already remarked that we assume no name clashes, throughout the paper).

Hence, by the induction hypothesis, \( \text{sieve}(d^\rho_4)\{\text{sieve}(e_1^\sigma)/x\} = \text{sieve}(d^\rho_4\{[e_2^\sigma]/x\}) \).

Finally, we get the required result \( \epsilon = \epsilon' \).

\((d_1^{\rho_1 \rightarrow \rho_2} d_2^{\rho_1})^{\rho_3} \): This case is proven similar to the previous case. \( \Box \)

The following theorem shows that the correspondence between decorated and sieved expressions is kept intact after a reduction:

**Theorem 3.** If \( \vdash \Gamma \triangleright \epsilon_1 \), \( \epsilon_1 \rightarrow_b \epsilon_2 \) and \( \text{sieve}(\epsilon_1) = \epsilon_1 \), then either

1. \( \text{sieve}(\epsilon_2) = \epsilon_1 \), if no corresponding reduction step exists for \( \epsilon_1 \), or
2. \( \epsilon_1 \rightarrow_c \epsilon_2 \) and \( \text{sieve}(\epsilon_2) = \epsilon_2 \).

**Proof:** We can assume W.L.O.G.:

\[
\begin{align*}
\epsilon_1 &= ((\lambda x^{\sigma_1}. e_1^{\sigma_2})^{\sigma_3 \rightarrow \sigma_4} e_2^{\sigma_5})^{\sigma_6} \\
\epsilon_2 &= e_1^{\sigma_5}\{[e_2^{\sigma_3}/x]\}
\end{align*}
\]

If \( \sigma_5 \) is useless, then \( \epsilon_1 = \Box_\tau = \text{sieve}(\epsilon_2) \), where \( \sigma_5 \) refines \( \tau \).

If it is useful, then

\[
\begin{align*}
\epsilon_1 &= \text{sieve}(\epsilon_1) = \text{sieve}((\lambda x^{\sigma_1}. e_1^{\sigma_2})^{\sigma_3 \rightarrow \sigma_4} \text{sieve}(e_2^{\sigma_5})) \\
&= (\lambda x. \text{sieve}(e_1^{\sigma_5}))(\text{sieve}(e_2^{\sigma_3}))
\end{align*}
\]

since \( \text{useful}(\sigma_5) \) implies \( \text{useful}(\sigma_5 \rightarrow \sigma_5) \). Hence, \( \epsilon_2 = \text{sieve}(e_1^{\sigma_5})\{\text{sieve}(e_2^{\sigma_3})/x\} \). We also have \( \text{sieve}(\epsilon_2) = \text{sieve}(e_1^{\sigma_5}\{[e_2^{\sigma_3}/x]\}) \). We know that \( \vdash \Gamma \triangleright \epsilon_1 = ((\lambda x^{\sigma_1}. e_1^{\sigma_2})^{\sigma_3 \rightarrow \sigma_4} e_2^{\sigma_5})^{\sigma_6} \).

Hence, \( \vdash \Gamma, x^{\sigma_1} \triangleright e_1^{\sigma_2} \) (1), \( \vdash \Gamma \triangleright e_2^{\sigma_3} \) (2), \( \vdash \sigma_1 \rightarrow \sigma_2 \leq \sigma_3 \rightarrow \sigma_4 \) (3) and \( \vdash \sigma_4 \leq \sigma_5 \) (4). (1), (3) and (4) imply \( \vdash \Gamma, x^{\sigma_1} \triangleright e_1^{\sigma_5} \) (5), (3) implies \( \vdash \sigma_3 \leq \sigma_1 \). Thus, we can use the previous lemma to prove \( \epsilon_2 = \text{sieve}(\epsilon_2) \). \( \Box \)

The following theorem shows that IO-correctness remains invariant under reduction by \( \rightarrow_b \).

**Theorem 4.** If \( \vdash \Gamma \triangleright \epsilon_1 \) is IO-correct and \( \epsilon_1 \rightarrow_b \epsilon_2 \), then \( \vdash \Gamma \triangleright \epsilon_2 \) is IO-correct.

**Proof:** This is trivial. First condition of being IO-correct is true for \( \epsilon_2 \), because remains unchanged. Second and third conditions are true, because the outermost type does not change during the reduction: \( \epsilon_1 = e_1^{\sigma_1} \) and \( \epsilon_1 \rightarrow_c \epsilon_2 = e_2^{\sigma_2} \) imply \( \sigma_1 = \sigma_2 \). \( \Box \)

This is the main theorem of this section. Intuitively, it asserts that under certain conditions, a given expression and its sieved out counter-part evaluate to the same value. Hence, what the function \( \text{sieve}() \) marks as useless is indeed dead code.

**Theorem 5.** If \( \vdash \Gamma \triangleright \epsilon_1 \) is an IO-correct decoration of \( \epsilon_1, \epsilon_1 \downarrow v_1, \text{sieve}(\epsilon_1) = \epsilon_1 \) and \( \epsilon_1 \downarrow_c v_2 \), then \( v_1 = v_2 \).
Proof: Assume \( e_1 \rightarrow^\beta e_2 \rightarrow^\beta \ldots \rightarrow^\beta e_n \), where \( e_n \) is in normal form. Let \( e_1 \rightarrow^\beta e_2 \rightarrow^\beta \ldots \rightarrow^\beta e_n \) be the corresponding reduction of a decoration of \( e_1 \), such that \( \vdash \Gamma \triangleright e_1 \).

By Theorem 2 and induction, \( \vdash \Gamma \triangleright e_i \) is a decoration of \( e_i \) for \( i \in \{1 \ldots n\} \).

Theorem 4 proves that \( \Gamma \triangleright e_i \)'s are IO-correct.

Now let \( e_1 \rightarrow_c e_2 \rightarrow_c \ldots \rightarrow_c e_k \) be the reduction of \( e_1 = \text{sieve}(e_1) \), corresponding to the reduction \( e_1 \rightarrow_b \ldots \rightarrow_b e_n \). By Theorem 3 and induction, we have

\[
\exists l_1, \ldots, l_k, l_{k+1} : (l_1 = 1) \text{ and } (l_{k+1} = n + 1) \text{ and } \forall j \in \{1, \ldots, k\} : \\
\forall i \in \{l_j, \ldots, l_{j+1} - 1\} : \text{sieve}(e_i) = e_j
\]

Since, we assume \( e_n \) is in normal form, Theorem 1 proves that \( e_n \) has no dead code. Hence, \( v_1 = e_n = e_k = v_2 \). \( \square \)

4 Type Inference

In this section, we introduce a type inference algorithm for the type system. Since, the type system can be viewed as a simple logic to specify dead code, type inference is an automatic method to discover dead code. An important point to note is that the flow information is made explicit by the use of variable refinement types, constraints and the function \( \text{BC}() \), all to be defined below. These concepts make it possible to use our method in program analysis problems other than dead code elimination.

Example 8. Here, we give a simple example to convey some of the intuition behind the type inference algorithm. Let \( \Gamma \triangleright e = [y : t_1, z : t_2] \triangleright \lambda x.yz : t_2 \).

First, we decorate it with refinement type variables, to be defined below:

\[
\Gamma \triangleright e^\rho = [y^{a_1}, z^{a_2}] \triangleright ((\lambda x^{a_3}.y^{a_4})^{a_5 \rightarrow a_6 z^{a_7}})^{a_8}
\]

Then, we get the relevant constraints between these variables:

\[
C = \{ \alpha_1 \leq \alpha_4, \alpha_2 \leq \alpha_7, \alpha_3 \rightarrow \alpha_4 \leq \alpha_5 \rightarrow \alpha_6, \alpha_7 \leq \alpha_5, \alpha_6 \leq \alpha_8, \alpha_8 \leq L \}
\]

The last constraint is added, because the overall expression is always useful. The solution of these constraints gives the following decoration:

\[
[y^L, z^D] \triangleright ((\lambda x^D.y^L)^{D \rightarrow L}z^D)^L
\]

When we sieve this, we end up with \( (\lambda x.y)\square t_2 \).

Before going further, we need to make definitions of some concepts that are used in the type inference algorithm.

Definition 12. A variable refinement type is defined by \( \rho := \alpha \mid \rho_1 \rightarrow \rho_2 \), where \( \rho \) is a refinement type variable.

Definition 13. A variable refinement type \( \rho \) refines an ordinary type \( \tau \) iff
1. $\tau = t$ and $\rho = \alpha$ or
2. $\tau = \tau_1 \rightarrow \tau_2$, $\rho = \rho_1 \rightarrow \rho_2$, $\rho_1$ refines $\tau_1$ and $\rho_2$ refines $\tau_2$.

The aim of pre-decoration, defined below, is basically annotating expressions and environments with refinement type variables. The relationships between these variables are found by the type inference algorithm.

**Definition 14.** $\Gamma \vdash e^\rho$ is a pre-decoration of $\Gamma_\lambda \vdash e_\tau$ (where $\vdash_\lambda$ $\Gamma_\lambda \vdash e_\tau$ in typed lambda calculus) iff

1. For each $x_\tau \in \Gamma_\lambda$, $x^\rho \in \Gamma$ where $\rho$ is a variable refinement type and $\rho$ refines $\tau$.
2. For each subexpression $e_{1\tau_1}$ of $e_\tau$, $e^\rho_{1\tau_1}$ is the corresponding subexpression of $e^\rho$, $\rho_1$ is a variable refinement type and $\rho_1$ refines $\tau_1$.

We want the pre-decoration to be disjoint to ensure it contains as much information as possible:

**Definition 15.** A pre-decoration $\Gamma \vdash e^\rho$ is disjoint if all the occurring refinement type variables are distinct.

**Example 9.** Consider $[g^{t_1 \rightarrow t_2}, x^{t_1}] \vdash (g^{t_1 \rightarrow t_2} x^{t_1})^{t_2}$, a typing in typed $\lambda$-calculus. $[g^{\alpha_1 \rightarrow \alpha_2}, x^{\alpha_1}] \vdash (g^{\alpha_1 \rightarrow \alpha_2} x^{\alpha_1})^{\alpha_2}$ and $[g^{\alpha_1 \rightarrow \alpha_2}, x^{\alpha_3}] \vdash (g^{\alpha_1 \rightarrow \alpha_2} x^{\alpha_3})^{\alpha_7}$ are two of its decorations. The second one is disjoint.

**Definition 16.** The function annotate is used to make a pre-decoration from a typed $\lambda$-calculus typing. It is defined as

\[
annotate(\Gamma_\lambda \vdash e_\lambda) = \text{let } \Gamma = a_3(\Gamma_\lambda) \text{ and } e^\rho = a_2(e_\lambda) \text{ in } \Gamma \vdash e^\rho
\]

where

\[
\begin{align*}
a_1(t) &= \alpha, \text{ where } \alpha \text{ is a new refinement type variable} \\
a_1(\tau_1 \rightarrow \tau_2) &= a_1(\tau_1) \rightarrow a_1(\tau_2) \\
a_2(x^\tau) &= x^{a_1(\tau)} \\
a_2((\lambda x^{\tau_1} e^{\tau_2})^{\tau_1 \rightarrow \tau_2}) &= (\lambda x^{a_1(\tau_1)} a_2(e^{\tau_2})) a_1(\tau_1) \rightarrow a_1(\tau_2) \\
a_2((e^1_1 e^2_2)^{\tau_3}) &= a_2(e^1_1) a_2(e^2_2) a_1(\tau_3) \\
a_3(\emptyset) &= \emptyset \\
a_3(x^\tau :: \Gamma) &= x^{a_1(\tau)} :: a_3(\Gamma)
\end{align*}
\]

**Example 10.** As an example, annotate($([g^{t_1 \rightarrow t_2}] \vdash (g^{t_1 \rightarrow t_2} x^{t_1})^{t_2}) = [g^{\alpha_1 \rightarrow \alpha_2}, x^{\alpha_3}] \vdash (g^{\alpha_1 \rightarrow \alpha_2} x^{\alpha_3})^{\alpha_7}$.

The following functions are used to collect the necessary constraint set in making the final typing IO-related.

**Definition 17.** Definitions of mk_pos_IO_related() and mk_neg_IO_related() are given by mutual induction:
1. \( \text{mk\_pos\_IO\_related}(\alpha) = \emptyset \)
\( \text{mk\_pos\_IO\_related}(\rho_1 \rightarrow \rho_2) = \{ \text{tail}(\rho_1, \leq) \text{tail}(\rho_2) \} \cup \text{mk\_neg\_IO\_related}(\rho_1) \cup \text{mk\_pos\_IO\_related}(\rho_2) \)

2. \( \text{mk\_neg\_IO\_related}(\alpha) = \emptyset \)
\( \text{mk\_neg\_IO\_related}(\rho_1 \rightarrow \rho_2) = \text{mk\_pos\_IO\_related}(\rho_1) \cup \text{mk\_neg\_IO\_related}(\rho_2) \)

Example 11. As examples, consider
\[
\begin{align*}
\text{mk\_pos\_IO\_related}(\alpha_1 \rightarrow \alpha_2) &= \{ \alpha_1 \leq \alpha_2 \} \\
\text{mk\_neg\_IO\_related}((\alpha_1 \rightarrow \alpha_2) \rightarrow \alpha_3) &= \{ \alpha_1 \leq \alpha_2 \}
\end{align*}
\]

Definition 18. \( BC() \) is a function that, given a pre-decoration, forms the constraint set necessary for the final typing to be correct in the refinement type system. It is defined as

\[
egin{align*}
BC(\Gamma \triangleright x^\rho) &= \{ \Gamma(x) \leq \rho \} \\
BC(\Gamma \triangleright (\lambda x^{\rho_1} e^{\rho_2})^{\rho_3 \rightarrow \rho_4}) &= BC(\Gamma, x^{\rho_1} \triangleright e^{\rho_2}) \cup \{ \rho_1 \rightarrow \rho_2 \leq \rho_3 \rightarrow \rho_4 \} \\
BC(\Gamma \triangleright (e_1^{\rho_1 \rightarrow \rho_2} e_2^{\rho_3})^{\rho_4}) &= BC(\Gamma \triangleright e_1^{\rho_1 \rightarrow \rho_2}) \cup BC(\Gamma \triangleright e_2^{\rho_3}) \cup \{ \rho_2 \leq \rho_4, \rho_3 \leq \rho_1, \rho_1 \leq \rho_3 \}
\end{align*}
\]

Example 12. As an example, consider
\[
BC(\begin{array}{c}
g^{\alpha_1 \rightarrow \alpha_2}, x^{\alpha_3} \end{array} \triangleright (g^{\alpha_4 \rightarrow \alpha_5}, x^{\alpha_6})^{\alpha_7}) = \\
\{ \alpha_1 \rightarrow \alpha_2 \leq \alpha_4 \rightarrow \alpha_5, \alpha_3 \leq \alpha_6, \alpha_6 \leq \alpha_4, \alpha_5 \leq \alpha_7 \}
\]

Definition 19. A substitution \( i \) satisfies a constraint set \( C \), if for all constraints \( \rho_1 \leq \rho_2 \vDash C, i(\rho_1) \leq i(\rho_2) \)

The following function is used to solve a special type of constraint set.

Definition 20. \( \text{solve}() \) is a function that takes a set of constraints as input and outputs a substitution of the refinement type variables. It is proven in Lemma 6 that this substitution makes the constraint set true under the rules of the type system. It is assumed that \( D \) does not occur in the constraints.

\[
\begin{align*}
\text{solve}(\{ \alpha \leq L \} \cup C) &= \text{solve}(C[\alpha := L]) \circ [\alpha := L] \\
\text{solve}(\{ \rho_1 \rightarrow \rho_2 \leq \rho_3 \rightarrow \rho_4 \} \cup C) &= \text{solve}(\{ \rho_3 \leq \rho_1, \rho_2 \leq \rho_4 \} \cup C) \\
\text{solve}(C) &= (\lambda \delta. \text{if } \beta \varepsilon \text{fvars}(C) \text{ then } D), \\
&\text{if the above rules don't apply anymore}
\end{align*}
\]

The following is an easy lemma that will later be used in the proofs.

Lemma 5. If \( \vDash \sigma_1 \leq \sigma_2 \) and \( \vDash \sigma_2 \leq \sigma_1 \) then \( \sigma_1 = \sigma_2 \).
Proof: Trivial induction on the structure of $\sigma$’s.

The following three lemmas prove that the functions defined above really do what they are intended to do. They are used in the proof of Theorem 6, which, given a pre-decoration $\Gamma \Rightarrow e^o$, provides a way to get a substitution $i$, such that $\vdash i(\Gamma) \Rightarrow i(e^o)$. This will be the basis of an algorithm for dead code elimination.

Lemma 6. Let $BC(\Gamma \Rightarrow e^o) = C$. For all substitutions $i$, if $i$ satisfies $C$ then $\vdash i(\Gamma) \Rightarrow i(e^o)$.

Proof: By induction on the structure of $e$:

$z$: We have $BC(\Gamma \Rightarrow x^o) = \{ \Gamma(x) \leq \rho \}$. Hence, we have $\vdash i(\Gamma(x)) \leq \rho$. So, we have the following proof:

\[
\frac{\vdash i(\Gamma(x)) \leq i(\rho)}{\vdash i(\Gamma) \Rightarrow x^i(\rho)}
\]

$(\lambda x^{p_1} . e^{p_2})^{p_3 \Rightarrow p_4}$:

Let $C = BC(\Gamma \Rightarrow (\lambda x^{p_1} . e^{p_2})^{p_3 \Rightarrow p_4}) = BC(\Gamma, x^{p_1} \Rightarrow e^{p_2}) \cup \{ p_1 \rightarrow p_2 \leq p_3 \rightarrow p_4 \}$ and assume $i$ satisfies $C$. Then $i$ satisfies $BC(\Gamma, x^{p_1} \Rightarrow e^{p_2})$ and it is true that $\vdash i(p_1 \rightarrow p_2) \leq i(p_3 \rightarrow p_4)$. By induction hypothesis, we have $\vdash i(\Gamma, x^{p_1} \Rightarrow i(e^{p_2}))$. Hence, we have

\[
\frac{\vdash i(\Gamma, x^{i(\rho_1)} \Rightarrow i(e^{p_2}))}{\vdash i(\Gamma) \Rightarrow (\lambda x^{i(\rho_1)} . i(e^{p_2}))^{i(\rho_1) \rightarrow i(\rho_2)}}
\]

\[
\frac{\vdash i(p_1) \rightarrow i(\rho_2) \leq i(p_3 \rightarrow p_4)}{\vdash i(\Gamma) \Rightarrow (\lambda x^{i(\rho_1)} . i(e^{p_2}))^{i(\rho_3 \rightarrow p_4)}}
\]

Since, $(\lambda x^{i(\rho_1)} . i(e^{p_2}))^{i(\rho_3 \rightarrow p_4)} = i((\lambda x^{p_1} . e^{p_2})^{p_3 \Rightarrow p_4})$, we have the required result.

$(e_1^{p_1 \rightarrow p_2} . e_2^{p_3})^{p_4}$: Let $C = BC(\Gamma \Rightarrow (e_1^{p_1 \rightarrow p_2} . e_2^{p_3})^{p_4}) = BC(\Gamma \Rightarrow e_1^{p_1 \rightarrow p_2}) \cup BC(\Gamma \Rightarrow e_2^{p_3}) \cup \{ p_2 \leq p_4, p_3 \leq p_1, p_1 \leq p_4 \}$ and $i$ satisfies $C$. Then $\vdash i(p_2) \leq i(p_4)$ (1), $\vdash i(p_3) \leq i(p_1)$ and $\vdash i(p_1) \leq i(p_3)$. Using the last two assertions and the preceding lemma, we have $\vdash i(p_1) = i(p_3)$ (2). hence $i$ satisfies $C$, hence it satisfies $BC(\Gamma \Rightarrow e_1^{p_1 \rightarrow p_2})$ and $BC(\Gamma \Rightarrow e_2^{p_3})$. Hence, by the induction hypothesis, $\vdash i(\Gamma) \Rightarrow i(e_1^{p_1 \rightarrow p_2})$ and $\vdash i(\Gamma) \Rightarrow i(e_2^{p_3})$. Since, $i(e_1^{p_1 \rightarrow p_2}) = i(e_1^{p_1 \rightarrow p_2})^{i(\rho_1) \rightarrow i(\rho_2)}$ and $i(e_2^{p_3}) = i(e_2^{p_3})^{i(\rho_3 \rightarrow p_4)}$, we have the following proof:

\[
\frac{\vdash i(\Gamma) \Rightarrow i(e_1^{i(\rho_1) \rightarrow i(\rho_3)})}{\vdash i(\Gamma) \Rightarrow i(e_2^{i(\rho_3)})^{i(\rho_1) \rightarrow i(\rho_2)}}
\]

\[
\frac{\vdash i(p_2) \leq i(p_4)}{\vdash i(\Gamma) \Rightarrow i(e_2^{i(\rho_3)})^{i(\rho_1) \rightarrow i(\rho_2)}}
\]

Since, by (2), $(i(e_1^{i(\rho_1) \rightarrow i(\rho_3)})^{i(\rho_1) \rightarrow i(\rho_4)} = i((e_1^{p_1 \rightarrow p_2} . e_2^{p_3})^{p_4})$, we have $\vdash i(\Gamma) \Rightarrow i((e_1^{p_1 \rightarrow p_2} . e_2^{p_3})^{p_4})$. 

\[\square\]

Lemma 7 shows that solve() does what it is intended to do.

Lemma 7. If $C$ has no occurrence of $D$ and $i = solve(C)$, then $i$ satisfies $C$.

Proof: By induction on the complexity of the constraints in $C$ and the size of $C$:
Base case: By the hypothesis, the constraints in C are either of the form \( L \leq \alpha \) or \( \alpha \leq \beta \). In both cases, it is obvious that if \( i = (\lambda \beta. \text{if } \beta \text{fvars}(C) \text{ then } D) \), then \( i \) satisfies \( C \).

\[
C = \{ \alpha \leq L \} \cup C': \text{ Let } i = \text{solve}(C) = \text{solve}(C' [\alpha := L]) o [\alpha := L] \text{ and } i' = \text{solve}(C'[\alpha := L]).
\]

Hence, by the induction hypothesis, \( i' \) satisfies \( C'[\alpha := L] \) (1).

By definition, \( i(\alpha) = L \) and \( i(L) = L \). Hence, \( i(\alpha) \leq i(L) \), which implies that \( i \) satisfies \( \{ \alpha \leq L \} \) (2).

Assume \( (\rho_1 \leq \rho_2) \in C' \). By (1), we have \( i'(\rho_1 [\alpha := L]) \leq i'(\rho_2 [\alpha := L]) \). Thus, \( i'(([\alpha := L]) (\rho_1) \leq (\rho_2 [\alpha := L])) \) and hence \( i(\rho_1) \leq i(\rho_2) \). This implies that \( i \) satisfies \( C' \) (3).

(2) and (3) imply that \( i \) satisfies \( \{ \alpha \leq L \} \cup C' \).

\[
C = \{ \rho_1 \leq \rho_2 \leq \rho_3 \leq \rho_4 \} \cup C': \text{ Let } i = \text{solve}(\{ \rho_1 \leq \rho_2 \leq \rho_3 \leq \rho_4 \} \cup C') = \text{solve}(\{ \rho_3 \leq \rho_1, \rho_2 \leq \rho_4 \} \cup C'). \text{ Hence, } i \text{ satisfies } C' \text{ (1) and } \{ \rho_3 \leq \rho_1, \rho_2 \leq \rho_4 \} \text{ (2). (2) implies } i(\rho_3) \leq i(\rho_1) \text{ and } i(\rho_2) \leq i(\rho_4). \text{ These imply } i(\rho_1 \rightarrow \rho_2) \leq i(\rho_3 \rightarrow \rho_4) \text{. So, } i \text{ satisfies } \{ \rho_1 \leq \rho_2 \leq \rho_3 \leq \rho_4 \} \text{ (3). (1) and (3) give the required result.}
\]

\[ \square \]

Lemma 8 shows that \texttt{mk\_pos\_IO\_related()} and \texttt{mk\_neg\_IO\_related()} do what they are intended to do.

\textbf{Lemma 8.} Let \( C = BC(\Gamma \triangleright e^0) \cup \texttt{mk\_pos\_IO\_related}(\Gamma) \cup \texttt{mk\_neg\_IO\_related}(\rho) \cup \{ \text{tail}(\rho) \leq L \}. \) For all substitutions \( i \), if \( i \) satisfies \( C \), then \( i(\Gamma) \triangleright i(e^0) \) is IO-correct.

\textbf{Proof:} Proof is straightforward. \[ \square \]

The previous lemmas culminate in the following theorem, which suggests an algorithm for dead code elimination.

\textbf{Theorem 6.} If \( \Gamma \triangleright e^0 \) is a disjoint pre-decoration and \( C = BC(\Gamma \triangleright e^0) \cup \texttt{mk\_pos\_IO\_related}(\Gamma) \cup \texttt{mk\_neg\_IO\_related}(\rho) \cup \{ \text{tail}(\rho) \leq L \} \) and \( i = \text{solve}(C) \), then \( i(\Gamma) \triangleright i(e^0) \) and it is IO-correct.

\textbf{Proof:} By Lemma 7, \( i \) satisfies \( C \). Hence, it satisfies \( BC(\Gamma \triangleright e^0) \). By Lemma 6, this implies \( i(\Gamma) \triangleright i(e^0) \). The fact that it is IO-correct follows from Lemma 8. \[ \square \]

The following gives the definitions of the functions \( TI() \) and \( A() \). Given a typed \( \lambda \)-expression and an environment, \( TI() \) does the type inference and outputs the original expression and environment decorated with refinement types, whereas \( A() \) "sieves out" the useless parts from the original expression. We assume that the input to both are decorated with ordinary typed \( \lambda \)-calculus types. This can be easily achieved by extending the Hindley-Milner type inference algorithm \( \mathcal{W} \) [20] to save the intermediate type information.
**Definition 21.**

\[ TI(\Gamma \triangleright e_\lambda) = \text{let } \Gamma \triangleright e^\rho = \text{annotate}(\Gamma \triangleright e_\lambda) \]

and \( C = \text{BC}(\Gamma \triangleright e^\rho) \cup \text{mk\_pos\_IO\_related}(\Gamma) \cup \ldots \]

\[ \text{mk\_neg\_IO\_related}(\rho) \cup \{\text{tail}(\rho) \leq L} \]

\[ i = \text{solve}(C) \]

in

\[ i(\Gamma \triangleright e^\rho) \]

\[ A(\Gamma \triangleright e_\lambda) = \text{let } \Gamma \triangleright e^\sigma = TI(\Gamma \triangleright e_\lambda) \]

in

\[ \text{sieve}(e^\sigma) \]

**Example 13.** Let us give an example, that is simple, but necessarily does not show all the capability of the system.

Let \( \Gamma \triangleright e_\lambda = [y^{t_1}, z^{t_2}] \triangleright ((\lambda x^{t_1}, y^{t_2})^{t_1} z^{t_1})^{t_2} \). Hence,

\[ \Gamma \triangleright e^\rho = \text{annotate}(\Gamma \triangleright e_\lambda) = [y^{a_1}, z^{a_2}] \triangleright ((\lambda x^{a_3}, y^{a_4})^{a_5} z^{a_6})^{a_7}, \]

\[ \text{BC}(\Gamma \triangleright e^\rho) = \{a_1 \leq a_4, a_2 \leq a_7, a_7 \leq a_5, a_6 \leq a_8, a_3 \rightarrow a_4 \leq a_5 \rightarrow a_6 \}, \]

\[ \text{mk\_pos\_IO\_related}(\Gamma) = \emptyset \text{ and } \text{mk\_neg\_IO\_related}(a_8) = \emptyset, \]

\[ C = \{a_1 \leq a_4, a_2 \leq a_7, a_7 \leq a_5, a_6 \leq a_8, a_3 \rightarrow a_4 \leq a_5 \rightarrow a_6, a_8 \leq L} \}, \]

\[ i = \text{solve}(C) = [a_1, a_4, a_6, a_8 := L; a_2, a_3, a_5, a_7 := D], \]

\[ i(e^\rho) = ((\lambda x^{L} y^{L})^{D} z^{L})^{D} \] and finally

\[ \text{sieve}(i(e^\rho)) = (\lambda x.y) \triangleright_i. \]

The following theorem proves that what \( A() \) finds is in fact irrelevant to the result of the computation and hence dead code. So, the function \( A() \) works as it is intended to.

**Theorem 7.** Assume \( \vdash_\lambda \Gamma \triangleright e_\lambda \) and \( e = A(\Gamma \triangleright e_\lambda) \). Then \( e_\lambda \downarrow v_1 \) and \( e \downarrow_{e} v_2 \) imply \( v_1 = v_2 \).

**Proof:** Let \( \Gamma \triangleright e^\rho, C \) and \( i \) be as defined in the algorithm \( A() \). By Theorem 6, \( \vdash i(\Gamma) \triangleright i(e^\rho) \) and this is IO-related. Let \( e = \text{sieve}(i(e^\rho)) = A(\Gamma \triangleright e_\lambda) \). By Theorem 5, \( e_\lambda \downarrow v_1 \) and \( e \downarrow_{e} v_2 \) imply \( v_1 = v_2 \), as required. \( \square \)

The following lemmas are used in the proof of Theorem 8, which asserts that the algorithm \( A() \) finds all the dead code expressible in the type system.

**Lemma 9.** Let \( C = \text{BC}(\Gamma \triangleright e^\rho) \). If \( \vdash i(\Gamma) \triangleright i(e^\rho) \), then \( i \) satisfies \( C \).

**Proof:**

\( x \): In this case, \( C = \text{BC}(\Gamma \triangleright x^\rho) = \{\Gamma(x) \leq \rho\} \) and \( \vdash i(\Gamma) \triangleright i(x^\rho) \). Consider the following proof:

\[
\begin{array}{c}
i(\Gamma) \triangleright x^{i(\Gamma(x))} \\
\text{Appl. of SUB} \\
i(\Gamma) \triangleright x^{i(\rho)}
\end{array}
\]

Hence, we have \( \vdash i(\Gamma(x)) \leq i(\rho) \). So, \( i \) satisfies \( C \).
(\lambda x^{\rho_1} . e^{\rho_2})^{\rho_3 \rightarrow \rho_4}: We have C = BC(\Gamma \triangleright e^{\rho_2}) \cup \{\rho_1 \rightarrow \rho_2 \leq \rho_3 \rightarrow \rho_4\}. Hence, by the induction hypothesis, \( i \) satisfies BC(\Gamma \triangleright e^{\rho_2}) (1). By the assumption of the theorem, we have \( \vdash i(\Gamma) \triangleright i((\lambda x^{\rho_1} . e^{\rho_2})^{\rho_3 \rightarrow \rho_4}) \). Hence, look at the proof:

\[
\dfrac{i(\Gamma, x^{\rho_1}) \triangleright i(e^{\rho_2})}{i(\Gamma) \triangleright i((\lambda x^{\rho_1} . e^{\rho_2})^{\rho_3 \rightarrow \rho_4})} \quad \text{Appl. of SUB}
\]

From this proof, we have \( \vdash i(\rho_1 \rightarrow \rho_2) \leq i(\rho_3 \rightarrow \rho_4) \). This and (1) above gives that \( i \) satisfies \( C \).

\((e_1^{\rho_1 \rightarrow \rho_2} e_2^{\rho_1})^{\rho_3}: The proof is similar to the previous case. \)

The following lemma is used in the one after it, which states formally that given a set of constraints, the algorithm \texttt{solve()} finds the principal instantiation of the refinement type variables, in some sense to be made clear in the lemma.

**Lemma 10.** If \( i \) satisfies \( C \) and \( i(\alpha) = L \), then \( i \) satisfies \( C[L/\alpha] \).

**Proof:** Trivial.

**Lemma 11.** If \( C \) does not contain \( D \), \( i = \texttt{solve}(C) \) and \( i_1 \) satisfies \( C \), then for all refinement type variables occurring in \( C \), \( i(\beta) = L \) implies \( i_1(\beta) = L \).

**Proof:** By induction on the structure of the types occurring in \( C \) and the number of inequalities in \( C \):

\( C \) **does not contain** \( L \): Vacuously true.

\( C = \{\alpha \leq L\} \cup C' \): Let \( i = \texttt{solve}(C'[\alpha := L])o[\alpha := L] \) (1), \( i' = \texttt{solve}(C'[\alpha := L]) \) (2) and assume \( i_1 \) satisfies \( C \) (3).

(3) implies \( i_1 \) satisfies \( C' \) and \( \{\alpha \leq L\} \). Hence, by the previous lemma, \( i_1 \) satisfies \( C'[\alpha := L] \).

By the induction hypothesis, we have

\( \forall \beta \in \text{free_var}(C'[\alpha := L]). i'(\beta) = L \Rightarrow i_1(\beta) = L \) (4).

Since \( \alpha \) is not in \( \text{free_var}(C'[\alpha := L]) \) and \( i = i' o[\alpha := L] \), (4) implies

\( \forall \beta \in \text{free_var}(C'[\alpha := L]). i(\beta) = L \Rightarrow i_1(\beta) = L \) (5).

From (3), we have \( i_1(\alpha) \leq i_1(L) = L \). Hence, \( i_1(\alpha) = L \). This with (5) implies

\( \forall \beta \in \text{free_var}(C'[\alpha := L]) \cup \{\alpha\}. i(\beta) = L \Rightarrow i_1(\beta) = L \) (6).

Since, \( \text{free_var}(C') \cup \{\alpha \leq L\} = \text{free_var}(C'[\alpha := L]) \cup \{\alpha\} \), we have

\( \forall \beta \in \text{free_var}(C). i(\beta) = L \Rightarrow i_1(\beta) = L \) (6), as required.

\( C = \{\rho_1 \rightarrow \rho_2 \leq \rho_3 \rightarrow \rho_4\} \cup C' \): Let \( i = \texttt{solve}(\{\rho_1 \rightarrow \rho_2 \leq \rho_3 \rightarrow \rho_4\} \cup C') = \texttt{solve}(\{\rho_3 \leq \rho_1, \rho_2 \leq \rho_4\} \cup C') \) (1) and assume \( i_1 \) satisfies \( \{\rho_1 \rightarrow \rho_2 \leq \rho_3 \rightarrow \rho_4\} \cup C' \) (2). (2) implies that \( i_1 \) satisfies \( \{\rho_3 \leq \rho_1, \rho_2 \leq \rho_4\} \cup C' \). Hence, by the induction hypothesis, we get the required result.

**Lemma 12.** If \( \Gamma \triangleright e^p \) is a disjoint pre-decoration and \( C = BC(\Gamma \triangleright e^p) \cup \ldots \cup \text{mk_pos} \_ \text{IO\_related}(\Gamma) \cup \text{mk_neg} \_ \text{IO\_related}(\rho) \cup \{\text{tail}(<\rho) \leq L\} \) and \( i = \texttt{solve}(C) \), then for all \( i', s.t. \vdash i'(\Gamma) \triangleright i'(e^p) \) and \( i'(\Gamma) \triangleright i'(e^p) \) is IO-related, for all \( e_1^{\rho_1} \) that are subexpressions of \( e^p \), useless\((i'(\rho_1)) \) implies useless\((i(\rho_1)) \) i.e. \( i'(e_1^{\rho_1}) \) is dead implies \( i(e_1^{\rho_1}) \) is dead.
Proof: Assume $i'(\Gamma) \triangleright i'(e^\alpha)$. For this to be true, $i'$ must satisfy BC($\Gamma \triangleright e^\rho$), by Lemma 9. For $i'(\Gamma) \triangleright i'(e^\rho)$ to be IO-correct, $i'$ must satisfy $\text{mk}_{\text{pos}}\text{IO}_{\text{related}}(\Gamma) \cup
\text{mk}_{\text{neg}}\text{IO}_{\text{related}}(\rho) \cup \{\text{tail}(\rho) \leq L\}$. Hence, $i'$ must satisfy C.

By Lemma 11, for all $\beta$ occurring in $C$, $i(\beta) = L$ implies $i'(\beta) = L$ (1).

We have $\text{useful}(i'(\rho_1)) \Rightarrow \text{tail}(i'(\rho_1)) = L \Rightarrow i'(\text{tail}(\rho_1)) = L \Rightarrow$ (by (1)) $i'(\text{tail}(\rho_1)) = L \Rightarrow \text{useful}(i'(\rho_1))$.

This proves that $\text{useless}(i'(\rho_1))$ implies $\text{useless}(i(\rho_1))$. $\square$

Lemma 13. For all decorations $\Gamma_c \triangleright e^{\sigma_c}$ of $e$ with constant refinement types and for all disjoint pre-decorations $\Gamma \triangleright e^\rho$ of $e$ with variable refinement types, there is a substitution $i$, s.t. $i(\Gamma \triangleright e^\rho) = \Gamma_c \triangleright e^{\sigma_c}$.

Proof: Since $\Gamma \triangleright e^\rho$ is disjoint, no variable appears twice. Hence, simply let $i(\alpha) =$ (the corresponding constant in $\Gamma_c \triangleright e^{\sigma_c}$). $\square$

Theorem 8. Let $\Gamma \triangleright e^\alpha = TH(\Gamma_1 \triangleright e_1)$. For all IO-related $\Gamma_c \triangleright e^{\sigma_c}$, s.t. $\vdash \Gamma_c \triangleright e^{\sigma_c}$, for all subexpressions $e_1^{\sigma'}$ of $e^\alpha$ and the corresponding subexpressions $e_1^{\sigma''}$ of $e^{\sigma_c}$, $\text{useless}(\sigma')$ implies $\text{useless}(\sigma'')$. Hence, $A()$ finds the maximum amount of dead code expressible in the type system.

Proof: The proof follows from Lemma 12 and 13. $\square$

In other words, if it is expressible in the type system that a subexpression is dead code, TI() finds this out.

With this theorem, we have finished our presentation of a type inference based program analysis method for discovering dead code.

5 Extension to a Full-scale Programming Language

The extension to a full-scale typed functional programming language presents no difficulties. In this section, we discuss briefly issues related to the let construct, recursion and implementation.

The polymorphism via the let construct in ML [20] can be solved easily. In "let $x = e_1$ in $e_2"$, the simple solution is to provide a different version of $e_1$ for each occurrence of $x$ in $e_2$ and duplicating the constraints. When the refinement types for all of these instantiations of $e_1$ are known, they are unified to ensure that a subexpression of $e_1$ is useful, if one of its instantiations is useful. Naturally, this scheme can be made more efficient by saving and using the information gathered about previous instantiations.

In the preceding pages, we concentrated mainly on typed $\lambda$-calculus, because the problem of dead code elimination has already a well-established solution for first-order languages with recursion [1]. The main problem to be solved is posed by higher-order functions. If we want to add the fix operator to our language, there will be some minor additions, both to the algorithm and the proof. Below is an outline.

The changes to algorithm are as follows. we must extend $\text{BC}()$ to:

$$\text{BC}(\text{fix}((f^{\rho_1},e^{\rho_2})^{\rho_3})) = \{\rho_2 \leq \rho_1 \leq \rho_3\} \cup \text{BC}(\Gamma, f^{\rho_1} \triangleright e^{\rho_2})$$
We also have to make the assumption that the \( f \) in the environment is IO-
correct. For this purpose, the following function is used to collect the neces-
sary constraints:

\[
mk_{\text{rec}, \text{IO correct}}(e) = \begin{cases} 
\emptyset & \text{if } e = x \\
\text{mk}_{\text{rec}, \text{IO correct}}(e^{\rho_2}) & \text{else if } (\lambda x^{\rho_1}.e^{\rho_2})^{\rho_3} = e^{\rho_2} \\
\text{mk}_{\text{rec}, \text{IO correct}}(e_1^{\rho_1}) \cup \text{mk}_{\text{rec}, \text{IO correct}}(e_2^{\rho_2}) & \text{else if } e = (e_1^{\rho_1}.e_2^{\rho_2})^{\rho_3} \\
\text{mk}_{\text{pos}, \text{IO related}}(\rho_1) \cup \text{mk}_{\text{rec}, \text{IO correct}}(e^{\rho_2}) & \text{else if } e = (\text{fix}(f^{\rho_1}, e_1^{\rho_2}))^{\rho_3}
\end{cases}
\]

The modification of the proof of Theorem 5 is as follows. Theorem 5 asserts
that “If ... and \( e_1 \Downarrow v_1 \) and \( e_1 \Downarrow v_2 \), then \( v_1 = v_2 \)”.
So, basically we are trying to assert that “\( e_1 \) and its dead code eliminated
version \( e_2 \) have the same value.” In the presence of fix, some legitimate
expressions have no normal form. What we can do is to use the standard definition
from operational semantics [27]. In operational semantics, types are put into
two categories: observable and non-observable types. For example, in PCF, the
observable types are the ground types \textit{int} and \textit{bool} [22]. Two expressions
\( e_1 \) and \( e_2 \) are operationally equal, if for all closed contexts \( C[\ ] \tau \) (where \( \tau \) is an observable type), \( C[e_1] \Downarrow v \) iff \( C[e_2] \Downarrow v \).
Note the similarity with the statement of Theorem 5. Since, we have Curry-
style polymorphism, but still are working in a typed lambda calculus
without constants, the definitions need to be slightly modified. Hence, the observable
types (and ground types for that matter) are those, that are referred to, using a
type variable \( t \). A closed context \( C[\ ] \) is one, in which any free variable \( x \) of \( C[\ ] \)
has a ground type. A value \( v \) is an expression variable \( x \), with a ground type.
After these modifications and the appropriate change to “sieve()”, the proof
works as before.

The implementation of our method would benefit from several programming
tricks. The situation is similar to the implementation of algorithm \( \mathcal{W} \) [20]
in modern compilers. Algorithm \( \mathcal{W} \) is conceptually clean, but modern compilers
trade this with efficiency through programming tricks. Similar ideas can be em-
ployed in the integration of our method in a compiler.

6 Related Work

There has been a lot of work on dead code elimination and closely related pro-
gram analysis problems. Some examples are [1, 17, 16, 9, 10, 18, 29]. On the other
hand, type systems for various program analysis problems have been devised [13,
8, 3, 4, 6, 30]. The research presented in [3, 4, 6] specifically deals with the problem
of dead code elimination. The papers [4] and [6] use similar type systems, that
are extensions of simple subtypes. We will discuss [6], since it is an improvement
over the rest and the methods they use are simpler and more intuitive. [6] intro-
duces w-r-types \( \mathcal{O} \) inductively as follows (using our notation): \( D \in \mathcal{O} \) and if \( \sigma_1 \) is a
refinement type and \( \sigma_2 \in \mathcal{O} \), then \( (\sigma_1 - \sigma_2) \in \mathcal{O} \). Then, they introduce a typing rule
that asserts that if \( \sigma \in \mathcal{O} \) and \( \rho \) and \( \sigma \) refine the same type, then \( \rho \leq \sigma \). Because of this setup, [6] uses guarded constraints \( \mathcal{G} \Rightarrow \mathcal{C} \), instead of conventional simple subtype constraints.

Our approach uses the simple subtype discipline [21] and nothing more. We encapture the flow information through the type system and make the necessary conservative approximations specific to the dead code problem through the concept of IO-correctness. We claim this separation of flow information and problem specific data is crucial in using the methods in other program analysis problems easily. Having one framework helps compiler writers (or other users of program analysis) avoid multiple passes of the code for different analysis problems, using incompatible methods. We also believe that avoidance of ad hoc additions to the basic type system is important for conceptual clarity. As an example, we didn't need to introduce guarded constraints.

7 Conclusion

In this paper, we introduced a method for the detection and elimination of dead code in typed \( \lambda \)-calculus based languages. This is a problem, which arises in compiler research, optimization of modular systems, software engineering and automated theorem provers. Apart from solving the specific problem of dead code elimination, our method makes the flow information explicit and hence can be readily used for other program analysis problems. It has a clean and extensible conceptual basis, relying on well-understood concepts, like type system, type inference, simple subtypes, etc., and is specifically designed to operate smoothly on typed \( \lambda \)-calculus-based languages. One point to note is that our approach pinpoints the dead parts of a program. This is especially important for software engineering applications, where we may want to see the dependencies before deleting anything.

For future work, we aim to implement the system in the context of a distributed communication system Ensemble [7]. Layering of protocols offers well-known advantages, but leads to performance inefficiencies. In [7], optimization techniques in the context of a particular system Ensemble are introduced. These techniques depend critically on dead code elimination. Ensemble is written in ML, a typed functional programming language. Using the expression of its builders, "Ensemble benefits from a design which has tremendously improved performance, and the use of ML has been essential in being able to rapidly experiment and refine Ensemble’s architecture ..." [7]. This work is part of a larger project for the optimization and verification of layered communication protocols in Nuprl [11, 12].

Our method can be used for other program analysis problems. Another direction we are following is extending this method to a general framework for program analysis in software engineering. You will find the details in our upcoming paper.
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