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0.1 Introduction

Wireless ad hoc networks can be deployed in many settings such as environment monitoring, dis-
aster relief, and battlefield situations. In these settings, wireless devices such as sensors are often
powered by an on-board battery. Many of these networks are expected to function for an extended
period of time. In order to accomplish this without a renewable energy source, energy conservation
is the key.

We consider how to adjust a node’s transmission power to minimize its energy consumption
and improve network performance in terms of network lifetime and throughput. We refer to this
problem as the topology-control problem. Our focus here is on maximizing the time that the
network is able to function, i.e., the network lifetime. We discuss below how network lifetime
can be increased, the subtleties of defining it precisely, and the difficulties of achieving optimal
network performance in practice.

In an ad hoc network, network lifetime can be increased by energy reduction in the hardware,
the software (operating systems and applications), and the communication protocols. To reduce the
energy consumption of hardware, low-power CPUs such as the Intel embedded StrongARM 1100
processor and low-power displays have been developed. To reduce the energy consumption of soft-
ware, low-energy software can be developed through various techniques, including reducing the
number of operations through code optimization and the use of multiple fidelity algorithms [SN99].
The synergy of hardware and application software can also be exploited by operating systems to
reduce energy consumption. For example, CPU energy consumption can be reduced through dy-
namic voltage scaling if the computation workload decreases [PLS01, FRM01]. In addition, a disk
can be spun down to reduce its idle-time energy consumption.

We focus on the design of energy-efficient communication protocols. A radio consumes en-
ergy at all times when sending, when receiving, and when idle. (Studies have shown that power
consumption during the idle state cannot be ignored [SK97].) This suggests two complementary
approaches to reducing radio energy consumption: (1) minimizing energy consumption due to idle
time or due to passively listening to transmissions not addressed to a node itself and (2) minimizing
energy consumption due to communication. Protocols that minimize idle-time energy consump-
tion have been proposed in [SR98, XHE01, CJBM01]. We restrict our attention to minimizing
energy consumption due to communication.

Ideally one would like to design a general-purpose communication protocol that maximizes
network lifetime. However, the notion of network lifetime is application dependent. There are a
number of reasonable notions. For example, for event-monitoring applications, one wants to max-
imize the time network monitoring centers are able to receive information about events happening
in the field. For data-gathering applications, one may wants to maximize the time until a certain
percentage of nodes cannot deliver data to the data-gathering centers. For mission-critical applica-
tions, one might want to maximize the time until the first message cannot be delivered. Because of
the application-dependent nature of the definition of network lifetime, it seems doubtful that there
will be a general solution that is appropriate for all settings.

Of course, network lifetime is only one of several network-performance metrics of interest.
Other metrics, such as throughput and latency, are also important. Optimizing one metric can
adversely impact another metric. For example, to maximize network lifetime, energy-efficient
routes tend to be chosen. An energy-efficient route has more hops in general than the corresponding
shortest route. This may lead to longer latency.
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The problem of optimizing network performance is perhaps best viewed in terms of decision
theory. Suppose we assume that, for each possible outcome of the algorithm, we can associate a
utility. This utility would trade off the various features of an outcome, such as latency, throughput,
and lifetime. If there is a probability distribution on outcomes, an optimal protocol is one that
maximizes the expected utility. Because utilities and probability distributions on outcomes are
difficult to obtain in practice, instead of trying to achieve application-specific optimal solutions,
we focus on general heuristics for reducing communication-energy consumption.

To reduce energy consumption, it is typically better to relay messages through intermediate
nodes rather than sending a message directly to the intended recipient. This is because radio-signal
attenuation is inversely proportional to the � th power of the distance a signal propagates [Rap96],
where � is between 2 and 6. Thus, relaying through intermediate nodes can reduce total power
consumption. In addition, if a node sends a message directly to a distant receiver, it must use
greater power and is more likely to interfere with the transmissions of other nodes.

While reducing broadcast power reduces power consumption and minimizes interference, we
do not want to lose routes in the process. Suppose that each node � broadcasts with power ������� .
The resulting communication graph has an edge from � to � iff � can reach � when broadcasting
with power �����	� . Since we do not want to lose routes, a minimal requirement on the choice of���
�	� is that if there is a route between a pair of nodes in the communication graph that results
if each node broadcasts with maximum power, then there is a route in the communication graph
that results if each node � broadcasts with power ����� ). But choosing �����	� to satisfy this minimal
constraint may not be the best choice in terms for reducing power consumption.

Let ���������� denote the minimal power needed to send a point-to-point message between � and � .
A minimum-energy path between a pair � and � of nodes is the path that requires the least amount
of energy to send a message between � and � , provided that power ���
����������� is used to transmit
messages between neighboring nodes � � and � � on the path. To minimize power consumption
for unicast (i.e., point-to-point) messages, it is typically best if each node broadcasts with enough
power so that the minimal-energy path for any given node pair still exists in the resulting communi-
cation graph. A protocol for determining the broadcast power with this property is said to have the
minimum-energy property. If a protocol has the minimum-energy property, then a suitable routing
protocol can be used to find the minimum-energy path between any node pair. In this chapter, we
present topology-control algorithms based on finding minimum-energy paths.

The rest of the chapter is organized as follows. Section 0.2 gives the network model. Section 0.3
identifies a condition necessary and sufficient for achieving the minimum-energy property. This
characterization is used in Section 0.4 to construct the SMECN protocol. We prove that it has
the minimum-energy property and that it constructs a network smaller than that constructed by
Rodoplu and Meng [RM99] if the broadcast region is circular. Our SMECN requires location
information which is usually obtained from a GPS unit. In Section 0.5, we show how SMECN can
be used to deal with topology changes as well. In Section 0.6, we give the results of simulations
showing the energy savings obtained by using the network constructed by SMECN. We summarize
in Section 0.7.

0.2 The Model

We assume that a set � of nodes is deployed in a two-dimensional region, where no two nodes are
in the same physical location. Each node has a GPS receiver on board, so knows it own location.
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It does not necessarily know the location of other nodes. Moreover, the location of nodes will in
general change over time.

A transmission between node � and � takes power ������������������
��������� for some appropriate
constant � , where ���! is the path-loss exponent of outdoor radio-propagation models [Rap96],
and ���
������� is the distance between � and � . A reception at the receiver takes power " . This power
expenditure at the receiver is referred to as the receiver power. Computational power consumption
is ignored.

Suppose there is some maximum power �$#&%�' at which the nodes can transmit. Thus, there is
a graph (*)+�,�-�.�0/�)1� where �
�������324/5) if � can reach � when using power �6#7%8' . Clearly, if�
�������329/�) , then �����
������� �;: �<#7%8' . However, we do not assume that a node � can transmit to
all nodes � such that �����
������� �;: �<#7%8' . For one thing, there may be obstacles between � and �
that prevent transmission. Even without obstacles, if a unit transmits using a directional transmit
antenna, then only nodes in the region covered by the antenna (typically a cone-like region) will
receive the message. Rodoplu and Meng [RM99] implicitly assume that every node can transmit
to every other node. Here we take a first step in exploring what happens if this is not the case.
However, we do assume that the graph (=) is connected, so that there is a potential communication
path between every pair of nodes in � .

Because the power required to transmit between a pair of nodes increases as the � th power of
the distance between them, for some �>�9 , it may require less power to relay information than to
transmit directly between two nodes. As usual, a path ?=�@���1AB�DCDCDC1����EB� in a graph (F�G�-�.�0/=� is
defined to be an ordered list of nodes such that �
�	HI���6HKJ	LM�N2+/ . The length of ?O�P����AB�DCDCBCQ���$ED� ,
denoted R ?$R , is S . The total power consumption of a path ?T�!����AD���1LU�DVWVWV1����EB� in (*) is the sum of
the transmission and receiver power consumed, i.e.,

X �
?Y�.�
E[Z6L\
HK]<A �����
�6HI���6HKJ	LM�Q^_"[�`C

A path ?a�,�
�$AD�DCDCDC����$ED� is a minimum-energy path from �	A to �$E if
X �
?Y� : X �
? � � for all paths? � in (*) from ��A to ��E . For simplicity, we assume that "cbed . (Our results hold even without

this assumption, but it makes the proofs a little easier.) A subgraph (f�g�I�h�0/N� of (i) has the
minimum-energy property if, for all �����j2>� , there is a path ? in ( that is a minimum-energy path
in (T) from � to � .

0.3 A Characterization of Minimum-Energy
Communication Networks

Our goal is to find a minimal subgraph ( of (=) that has the minimum-energy property. Note that
a graph ( with the minimum-energy property must be connected since, by definition, it contains a
path between every pair of nodes.

The intention is to have the nodes communicate using the links in ( . To do this, it must be
possible for each of the nodes in the network to construct ( (or, at least, the relevant portion
of ( from their point of view) in a distributed way. In this section, we provide a condition that
is necessary and sufficient for a subgraph of (=) to be minimal with respect to the minimum-
energy property. In the next section, we use this characterization to provide an efficient distributed
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algorithm for constructing a graph ( with the minimum-energy property that, while not necessarily
minimal, still has relatively few edges.

Clearly if a subgraph (k�l�-�.�0/N� of (N) has the minimum-energy property, an edge �
�������m2>/
is redundant if there is a path ? from � to � in ( such that R ?�Rnbpo and

X �
?Y� : X ��������� . Let(rqQsut=�e�-�.�0/vqQsutD� be the subgraph of (N) such that �
�������w2_/vqQsut iff there is no path ? from � to� in (*) such that R ?�R.bPo and
X �
?Y� : X ��������� . As the next result shows, (*qQsut is the smallest

subgraph of (*) with the minimum-energy property.

Theorem 0.3.1 A subgraph ( of (N) has the minimum-energy property iff it contains (*qQsut as a
subgraph. Thus, (TqQsut is the smallest subgraph of (N) with the minimum-energy property.

Proof: We first show that (rqQsut has the minimum-energy property. Suppose, by way of con-
tradiction, that there are nodes �����c2+� and a path ? in (=) from � to � such that

X ��?x�ry X �
? � �
for any path ? � from � to � in (rqQsut . Suppose that ?O�z�
��AD�BCDCDC1���$EB� , where �{�|��A and �c�G�$E .
Without loss of generality, we can assume that ? is the longest minimal-energy path from � to � .
Note that ? has no repeated nodes because any cycle can be removed to give a path that requires
strictly less power. Thus, the length of a minimum-length path is bounded by Ru�OR . Since (=qQsut has
no redundant edges, for all }&�9d��DCDCDC1�0S5~�o , it follows that �
�	H-���6HKJ	L���2c/�qQsut . For otherwise, there
is a path ?BH in (T) from �6H to �6HKJ	L such that R ?DH�R�b�o and

X �
?BH�� : X �
�6HI���6HKJ	LM� . But then it is imme-
diate that there is a path ?Y� in (*) such that

X ��?Y�0� : X �
?Y� and ?Y� is longer than ? , contradicting
the choice of ? .

To see that (rqQsut is a subgraph of every subgraph of (=) with the minimum-energy property,
suppose that there is some subgraph ( of (=) with the minimum-energy property that does not
contain the edge �
��������2>/�qQsut . Thus, there is a minimum-energy path ? from � to � in ( . It must
be the case that

X �
?Y� : X �
������� . Since �������� is not an edge in ( , we must have R ?$Rb�o . But then�
�������r�2c/�qQsut , a contradiction.

This result shows that in order to find a subgraph of ( with the minimum-energy property, it
suffices to ensure that it contains (TqQsut as a subgraph.

0.4 A Power-Efficient Protocol for Finding a
Minimum-Energy Communication Network

Checking if an edge �������� is in /�qQsut may require checking nodes that are located far from � . This
may require a great deal of communication, possibly to distant nodes, and thus require a great deal
of power. Since power-efficiency is an important consideration in practice, we consider here an
algorithm for constructing a communication network that contains (NqQsut and can be constructed in
a power-efficient manner rather than trying to construct (NqQsut itself.

Say that an edge �
�������N2�/5) is S -redundant if there is a path ? in (=) such that R ?$R	��S andX ��?x� : X �������� . Notice that �
��������2�/vqQsut iff it is not S -redundant for all S>b!o . Let /5� consist
of all and only edges in /�) that are not 2-redundant. In our algorithm, we construct a graph(l�|�-�.�0/N� where /G��/v� ; in fact, under appropriate assumptions, /���/�� . Clearly /�����/�qQsut ,
so ( has the minimum-energy property.
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There is a trivial algorithm for constructing /5� . Each node � starts the process by broadcasting
a “Hello” message at maximum power �$#7%8' , stating its own position. If a node � receives this
message, it responds to � with a Ack message stating its location. Let �F�
�	� be the set of nodes
that respond to � and let �N�����	� denote � ’s neighbors in /5� . Clearly �*���
�	�����F���	� . Moreover, it
is easy to check that �N���
�	� consists of all those nodes ��2c�F�
�	� other than � such that there is no� 2��F���	� such that

X �
��� � ���� : X �
������� . Since � has the location of all nodes in �F�
�	� , �=���
�	�
is easy to compute.

The problem with this algorithm is in the first step, which involves a broadcast using maximum
power. While this expenditure of power may be necessary if there are relatively few nodes, so that
power close to �<#7%8' will be required to transmit to some of � ’s neighbors in /�� , it is unnecessary
in denser networks. In this case, it may require much less than �	#&%8' to find � ’s neighbors in/�� . We now present a more power-efficient algorithm for finding these neighbors than the one
proposed by Rodoplu and Meng [RM99] (We refer to their protocol as MECN for Minimum Energy
Communication Network) . Let �j�
���-��� be the region that � can reach if it broadcasts with power� . For this algorithm, we assume that � knows �j�
���-�$� . If there are no obstacles and the antenna
is omni-directional, then �������I��� is just a circle of radius ��� such that ��� �� �4� . We are implicitly
assuming that even if there are obstacles or the antenna is not omni-directional, a node � knows
the terrain and the antenna characteristics well enough to compute �j�
���-��� .

Before presenting the algorithm, it is useful to define a few terms.

Definition 0.4.1 Given a node � , let Loc ���� denote the physical location of � . The relay region of
the transmit-relay node pair �
������� is the physical region ���B��� such that relaying through � to any
point in ���[��� takes less power than direct transmission. Formally,

�5�[���v�� ���¡���¢�n£ X �
�����$����¡���¢<�M� : X �
������¡���¢<�M�U¤��
where we abuse notation and take

X �
������¡���¢<�M� to be the cost of transmitting a message from � to
a virtual node whose location is ��¡���¢<� . That is, if there were a node � � such that Loc �
� � �n�|��¡���¢� ,
then

X �����W��¡���¢���5� X �
����� � � ; similarly,
X ���������W��¡���¢����� X �
�����$��� � � . Note that, if a node � is in

the relay region ���[��¥ , then the edge �������� is 2-redundant. Moreover, since "�b�d , �w�[���r�4¦ .
Given a region � , let �*§¨�© ��j2>�F£ Loc �
����2c�i¤�ª

if � contains � , let

��§h���	�.� «¥	¬D$® �I�j�
���-�<#&%�'��7~��5�[��¥Q�UC (1)

Intuitively, �*§ consists of the nodes in region � , while �w§h�
�	� consists of those points that can
be reached by � transmitting at maximum power other than those for which routing through some
node in �*§ would be more energy efficient than direct communication.

The following proposition gives a useful characterization of �i���
�	� .
Proposition 0.4.2 Suppose that � is a region containing the node � . If �F�¯�r§h�
�	� , then �N) ®<° �[±7��*���
�	� . Moreover, if � is a circular region with center � and ���¯�r§h����� , then �N) ®° �[±Q���*�W�
�	� .
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Proof: Suppose that �F�9��§h�
�	� and that � ) ®<° �[± �9�T���
�	� . Suppose that �²2³�N������� . Then
clearly Loc �
���i�2µ´¶¥�¬W·��5�[��¥ and Loc �
���52��������-�<#7%8'�� . Thus, Loc �
���52���§.���	� , so �a2µ�N) ®° �[± .
Since � was chosen arbitrarily, it follows that �=���
�	�n�¯�*) ® �
�	� .

Now suppose that � is a circular region with center � and �¸�z�w§h�
�	� . We now show that� )® ° �[± �¹�*�����	� . Suppose that �+2�� )�® ° �[± . If �k�2��*������� , then there exists some � such thatX ����� � ����� : X �
������� . Since transmission costs increase with distance, it must be the case that�	����� � � : ���
������� . Since �{2��N) ®<° �[±��|�*§ and � is a circular region with center � , it follows
that � 2��*§ . Since

X ����� � ����� : X �
������� , it follows that Loc ����º2����[��¥ . Thus, �k�2���§h�
�	� ,
contradicting our original assumption. Thus, ��2c�=������� .

The algorithm for node � constructs a set � such that �l�4�r§h���	� , and tries to do so in a power-
efficient fashion. By Proposition 0.4.2, the fact that �p�¹�w§h�
�	� ensures that � ) ®<° �[± �¹�T���
�	� .
Thus, the nodes in �N) ®° �[± other than � itself are taken to be � ’s neighbors. By Theorem 0.3.1, the
resulting graph has the minimum-energy property.

Essentially, the algorithm for node � starts by broadcasting a “Hello” message with some initial
power �6A , getting Acks from all nodes in �j�
���-��A�� , and checking if �j�
���-�6AU�a�z� § ° ��» �U¼½± �
�	� . If
not, it transmits with more power. It continues increasing the power � until �j�
���-�$�v��� § ° �W» �`± �
�	� .
It is easy to see that �j�
���-�6#&%8'��=�@� § ° �W» �U¾¿½À�± ���	� , so that as long as the power increases to ��#&%8'
eventually, then this process is guaranteed to terminate. We do not investigate here how to the
initial power �$A , nor do we investigate how to increase the power at each step. We simply assume
some function Increase such that Increase E �K�6AU�h�Á�#7%8' for sufficiently large S . An obvious choice
is to take Increase �K���m�  � . If the initial choice of ��A is less than the power actually needed, then
it is easy to see that this guarantees that � ’s estimate of the transmission power needed to reach a
node � will be within a factor of 2 of the minimum transmission power actually needed to reach� .1

Thus, the protocol run by node � is simply

�����6A ;
while �������I����Â�4� § ° �W» �`± �
�	� do Increase �K��� ;�{�
�	�.���*) ®xÃÅÄ0Æ Ç8È

A more careful implementation of this algorithm is given in Figure 1. Note that we also compute
the minimum power �����	� required to reach all the nodes in �µ�
�	� . In the algorithm, É is the set
of all the nodes that � has found so far in the search and � consists of the new nodes found in
the current iteration. In the computation of Ê in the second-last line of the algorithm, we takeË �0¬DÌO�I�j�
���-�<#&%8'��$~a�5�[���[� to be �������I�<#7%8'�� if � �9¦ . For future reference, we note that it is easy
to show that, after each iteration of the while loop, we have that Ê3� Ë �0¬DÍ¶�I�j�
���-�<#&%8'��7~��5�[���B� .

Define the graph (k�F�I�h�0/N� by taking ���������n2c/ iff ��2c�µ�
�	� , as constructed by the algorithm
in Figure 1. It is immediate from the earlier discussion that /|�9/�� . Thus, the following theorem
holds.

Theorem 0.4.3 ( has the minimum-energy property.
1Note that, in practice, a node may control a number of directional transmit antennae. Our algorithm implicitly assumes that they all transmit at

the same power. This was done for ease of exposition. It would be easy to modify the algorithm to allow each antenna to transmit using different
power. All that is required is that after sufficiently many iterations, all antennae transmit at maximum power.
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Algorithm SMECN�²���6A ;É��9¦ ;Î*Ï�ÐÎwÑBÒ�Ó �9¦<ªÊº�9�j�
���-�<#&%�'�� ;
while �j�
���-�$��Â��Ê do��� Increase �K�$� ;

Broadcast “Hello” message with power � and gather Acks;� �© ��¨R Loc �
���n2c�j�
���-���U���ÔÂ2ÔÉN���ÔÂ�9�Q¤ ;É4�9É;Õ+� ;
for each ��2>� do

for each � 2³É do
if Loc �
���n2c�5�[��¥ then

Î*Ï�ÐÎwÑBÒ�Ó � Î*Ï�ÐÎwÑBÒ�Ó Õ  ��6¤ ;
else if Loc � � �n2c�5�[��� then

ÎTÏ�ÐÎwÑBÒ0Ó � Î*Ï�ÐÎwÑBÒ�Ó Õ   � ¤ ;Ê3�¯Ê Ë³Ö �U¬DÌ �I�j�
���-�#7%8'��7~��5�[��� );�{�
�	�h�4É¯~ ÎTÏ�ÐÎwÑBÒ0Ó ;���
�	�.�9×ºØÚÙ$ 0�Ô£��j�
���-�$�m��Ê�¤
Figure 1: Algorithm SMECN running at node � .

We next show that SMECN dominates MECN. MECN is described in Figure 2. For easier com-
parison, we have made some inessential changes to MECN to make the notation and presentation
more like that of SMECN. The main difference between SMECN and MECN is the computation
of the region Ê . As we observed, in SMECN, ÊO� Ë �U¬BÍ.�
�������-�<#&%�'��.~Á�5�[���D� at the end of every
iteration of the loop. On the other hand, in MECN, Êº� Ë �0¬DÍ$ZÛ$Ü½Ý�Û�Þ�ß�àB�I�j�
���-�<#&%8'���~��5�[���D� . More-
over, in SMECN, a node is never removed from

ÎTÏ�ÐÎrÑBÒ�Ó
once it is in the set, while in MECN,

it is possible for a node to be removed from
ÎTÏ�ÐÎrÑBÒ�Ó

by the procedure áhâ�ãåä . Roughly speaking,
if a node ��2����[��¥ , then, in the next iteration, if � 2����[��æ for a newly discovered node � , but�;�2c�5�[��æ , node � will be removed from

Î*Ï�ÐÎwÑBÒ�Ó
by á.â�ãåä7�
��� . In [RM99], it is shown that MECN

is correct (i.e., it computes a graph with the minimum-energy property) and terminates (and, in
particular, the procedure áhâ�ãåä terminates). Here we show that, at least for circular search regions,
SMECN does better than MECN.

Theorem 0.4.4 If the search regions considered by the algorithm SMECN are circular, then the
communication graph constructed by SMECN is a subgraph of the communication graph con-
structed by MECN.

Proof: For each variable ¡ that appears in SMECN, let ¡ E ç denote the value of ¡ after theS th iteration of the loop; similarly, for each variable in MECN, let ¡ E Ì denote the value of ¡ af-
ter the S th iteration of the loop. It is almost immediate that SMECN maintains the following
invariant: ��2 ÎTÏ�ÐÎrÑBÒ�Ó Eç iff ��24É Eç and Loc �
���=2�´ ¥	¬BÍ<èé ���B��¥ . Similarly, it is not hard to

show that MECN maintains the following invariant: �>2 ÎTÏ�ÐÎwÑBÒ0Ó EÌ iff ��2ÁÉ Eç and Loc �
���T2´ ¥�¬DÍ èê ZÛ6Ü½Ý�Û�Þ
ß�à èê �5�[��¥ . (Indeed, the whole point of the áhâ�ãåä procedure is to maintain this in-

variant.) Since it is easy to check that É E ç ��É EÌ , it is immediate that
ÎTÏ�ÐÎwÑBÒ0Ó Eç � ÎTÏ�ÐÎrÑBÒ�Ó EÌ .

Suppose that SMECN terminates after S ç iterations of the loop and MECN terminates after S�Ì
iterations of the loop. Hence Ê Eç ��Ê EÌ for all S : ×ºØÚÙ1�-S ç �USëÌi� . Since both algorithms use the
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Algorithm MECN�²���6A ;É��9¦ ;Î*Ï�ÐÎwÑBÒ�Ó �9¦<ªÊº�9�j�
���-�<#&%�'�� ;
while �j�
���-�$��Â��Ê do��� Increase �K�$� ;

Broadcast “Hello” message with power � and gather Acks;� �© ��¨R Loc �
���n2c�j�
���-���U���ÔÂ2ÔÉN���ÔÂ�9�Q¤ ;É4�9É;Õ+� ;ÎTÏ�ÐÎrÑBÒ�Ó � ÎTÏ�ÐÎwÑBÒ0Ó Õ � ;
for each ��2>� do áhâ�ãåä7���� ;Ê3� Ö �0¬ ° Í$ZÛ$Ü½Ý�Û�Þ�ß�àì± �I�j�
���-�#7%8'��7~��5�[���B� ;�{�
�	�h�4É¯~ ÎTÏ�ÐÎwÑBÒ0Ó ;���
�	�.�9×ºØÚÙ$ 0�Ô£��j�
���-�$�m��Ê�¤

Procedure á.â�ãåä7�
���
if �cÂ2 Î*Ï�ÐÎwÑBÒ�Ó then

ÎTÏ�ÐÎrÑBÒ�Ó � ÎTÏ�ÐÎrÑBÒ�Ó Õ  ��6¤ ;
for each � 2³É such that Loc � � �n2c���[��� do áhâ�ãåä7� � � ;

else if Loc �
���r�2>´¶¥�¬DÍ$ZÛ$Ü½Ý�Û�Þ�ß�à8�5�[��¥ then
Î*Ï�ÐÎwÑBÒ�Ó � Î*Ï�ÐÎwÑBÒ�Ó ~� ��$¤ ;

for each � 2³É such that Loc � � �n2c���[��� do áhâ�ãåä7� � � ;
Figure 2: Algorithm MECN running at node � .

condition �j�
���-���r�lÊ to determine termination, it follows that SMECN terminates no later than
MECN; that is, S ç : SëÌ .

Since the search region used by SMECN is assumed to be circular, by Proposition 0.4.2,É E éç ~ Î*Ï�ÐÎwÑBÒ�Ó E éç �¹�*���
�	� . Moreover, even if we continue to iterate the loop of SMECN (ig-
noring the termination condition), then �������-��� keeps increasing while Ê keeps decreasing. Thus,
by Proposition 0.4.2 again, we continue to have É E ç ~ Î*Ï�ÐÎwÑBÒ�Ó Eç � �T���
�	� even if S � S ç .
That means that if we were to continue with the loop after SMECN terminates, none of the new
nodes discovered would be neighbors of � . Since the previous argument still applies to show thatÎ*Ï�ÐÎwÑBÒ�Ó E êç � ÎTÏ�ÐÎwÑBÒ0Ó E êÌ , it follows that �*���
�	�m��É E êç ~ ÎTÏ�ÐÎrÑBÒ�Ó E êç ��É E êÌ ~ ÎTÏ�ÐÎrÑBÒ�Ó E êÌ .
That is, the communication graph constructed by SMECN has a subset of the edges of the com-
munication graph constructed by MECN.

In the proof of Theorem 0.4.4, we implicitly assumed that both SMECN and MECN use the
same value of initial value ��A of � and the same function Increase. In fact, this assumption is not
necessary, since the neighbors of � in the graph computed by SMECN are given by �3���
�	� indepen-
dent of the choice of �$A and Increase, as long as �j�
���-�$A0�wÂ�¯�j�
���-�<#&%8'�� and Increase E �K�6AU� � �<#&%8'
for S sufficiently large. Similarly, the proof of Theorem 0.4.4 shows that the set of neighbors of �
computed by MECN is a superset of �N���
�	� , as long as Increase and �$A satisfy these assumptions.

Theorem 0.4.4 shows that the neighbor set computed by MECN is a superset of �º�W�
�	� . As the
following example shows, it may be a strict superset (so that the communication graph computed
by SMECN is a strict subgraph of that computed by MECN).
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Example 0.4.1 Consider a network with 4 nodes �U�������$� � , where Loc �����>2|�w�[��¥ , Loc � � �c2�5�[��æ , and Loc �����³�24���[��æ . As shown in Figure 3, it is not hard to choose power functions and
locations for the nodes that have this property. It follows that �i���������í W�0¤ . (It is easy to check
that Loc ���M���2Á�5�B���n´c�5�[��¥ .) On the other hand, suppose that Increase is such that � , � , and �
are added to É in the same step. Then all of them are added to

ÎTÏ�ÐÎwÑBÒ0Ó
in MECN.

t

w

v

u

t

w

v

u

(a) MECN (b) SMECN

Figure 3: A network where SMECN dominates MECN.

0.5 Reconfiguration

In a multi-hop wireless network, nodes can be mobile. Even if nodes do not move, nodes may
die if they run out of energy. In addition, new nodes may be added to the network. We assume
that each node uses a Neighbor Discovery Protocol (NDP), a periodic message that provides all
its neighbors with its current position (according to the GPS) in order to detect changes in the
topology of the network. A node � sends out the message with just enough power to reach all the
nodes that it currently considers to be its neighbors (i.e., the nodes in �3�����	� ). Once a node detects
a change, it may need to update its set of neighbors. This is done by a reconfiguration protocol.
Rodoplu and Meng [RM99] do not provide an explicit reconfiguration protocol. Rather, they deal
with changes in network topology by running MECN periodically at every node. While this will
work, it is inefficient. If a node does not detect any changes, then there is no obvious need to run
MECN. We now present a reconfiguration protocol where, in a precise sense, we run SMECN only
when necessary (in the sense that it is run only when not running it may result in a network that
does not satisfy the minimum-energy property).

There are three types of events that trigger the reconfiguration protocol: leave events, join
events, and move events:

î A leave ���
��� event happens when a node � that was in � ’s neighborhood is detected to no
longer be in the neighborhood (since its beaconing message is not received). This may happen
because � is faulty or dies or because it has in fact moved away.
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î A join � �
��� event happens when a node � is detected to be within � ’s neighborhood by the
NDP.î A move ���
�$�0ïð� event happens when � detects that � has moved from the previous location to
the current location ï . (Node � ’s location ï is relative to � ’s location, so the event could be
due to � ’s own movement.)

It is straightforward to see how to update the neighbor set if � detects a single change. Suppose� � is � ’s current power setting (that is, the final power setting used in the last invocation of SMECN
by � ); let � � �G�������I� � � be the last region searched by � . Let É � consist of all the nodes in � �
(that is, the set of all nodes discovered by the algorithm).

î If a single leave ���
��� or a move ��������ïm� is detected, let É � �9É��¶~_ ��$¤ if leave ������� is detected,
and let É � �9É � if move ������ïm� is detected. Let � �§ � Ö ¥�¬DÍ�ñ �
�������-�<#&%�'��Q~{���B��¥�� , where the
new location for � is used in the computation if �Ô2�É � . (Note that � �§ is defined essentially
in the same way as ��§h�
�	� in Equation (1).) If � � ��� �§ , then take � ’s updated neighbor set
to be � ) ñ ® ; otherwise, run SMECN taking �$A���� � .

î If a single join � �
��� is detected, recompute the neighbor set as follows. Let É � �!É � ´{ ��6¤ .
Let � �§ � Ö ¥�¬DÍ ñ �I�j�
���-�<#&%�'��h~_�5�[��¥1� . Take � ’s updated neighbor set to be � ) ñ ® . Then let� � �4×ºØÚÙ� 0�a£��������I���m� Ö ¥�¬DÍ ñ �
�������-�<#&%�'W�7~��5�[��¥��0¤ .

The following proposition is almost immediate from our earlier results.

Proposition 0.5.1 Suppose that a graph ( has the minimum-energy property. If the nodes in (
observe a sequence of single changes and update their edge sets as above, the resulting graph( � �I�h�0/ � � still has the minimum-energy property for the new topology. Moreover, if �j�
���-��� is a
circular region for all � , then / � �9/�� .

In general, there may be more than one change event that is detected at a given time by a node� . (For example, if � moves, then there will in general several leave and move events detected
by � .) If more than one change event is detected by � , we consider the events observed in some
order. If we can perform all the updates without rerunning SMECN, we do so; otherwise, we rerun
SMECN starting from � � . By rerunning SMECN, we can deal with all the changes simultaneously.

Up to now we have assumed that no topology changes are detected while SMECN itself is being
run. If changes are in fact detected while SMECN is run, then it is straightforward to incorporate
the update into SMECN. For example, if � detects a join � ���� event, then � is added to the set É in
the algorithm, while if � detects a leave ��
��� event, � is dropped from É and Ê is recomputed. We
leave the details to the reader.

As we mentioned earlier, there is no reconfiguration protocol given in [RM99]. However, it is
easy to modify the reconfiguration algorithm protocol given above for SMECN so that it works
for MECN. If a leave ���
��� or move ��������ïm� is detected, then the same approach works (except that
MECN rather than SMECN is called with �$A��Á� � ). Similarly, if a join � ����� is detected, we update
the neighbor set using the approach of MECN rather than SMECN.

Note that we have assumed a perfect MAC layer in our reconfiguration discussion. Our recon-
figuration works fine even with a MAC layer that drops packets. The reason is as follows. If the
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Ack message of some nodes get dropped, then the final power setting ��% � using an imperfect MAC
layer will be bigger than the corresponding � � using a perfect MAC layer. Since NDP beaconing
with � � reaches all nodes in �*���
�	� , beaconing with a bigger power �$% � will still reach all nodes in�*���
�	� . Eventually all the nodes in �=�W�
�	� whose Acks are lost will be detected by � through NDP
beacons. Thus, the neighbor set computed using an imperfect MAC layer converges to a superset
of �*�����	� . If the final search region is circular, then the neighbor set converges to the set �3���
�	� .

0.6 Simulation Results and Evaluation

How can using the subnetwork computed by (S)MECN help performance? Clearly, sending mes-
sages on minimum-energy paths is more efficient than sending messages on arbitrary paths, but
the algorithms are all local; that is, they do not actually find the minimum-energy path, they just
construct a subnetwork in which it is guaranteed to exist.

There are actually two ways that the subnetwork constructed by (S)MECN helps. First, when
sending periodic beaconing messages, it suffices for � to use power ���
�	� , the final power computed
by (S)MECN. Second, the routing algorithm is restricted to using the edges ´ð��¬D·��{�
�	� . While this
does not guarantee that a minimum-energy path is used, it makes it more likely that the path used
is one that requires less energy consumption.

To measure the effect of focusing on energy efficiency, we compared the use of MECN and
SMECN in a simulated application setting.

Both SMECN and MECN were implemented in ns-2 [Pro], using the wireless extension devel-
oped at Carnegie Mellon [Gro99]. We generated 20 random networks, each with 100 nodes. The
nodes were placed uniformly at random in a rectangular region of 1500 by 1500 meters. (There
has been a great deal of work on realistic placement, e.g. [ZCB96, CDZ97]. However, this work
has the Internet in mind. Since the nodes in a multihop network are often best viewed as being
deployed in a somewhat random fashion and move randomly, we believe that the uniform random
placement assumption is reasonable in many large multihop wireless networks.)

We assume that the path-loss exponent for outdoor radio propagation models is 4. The carrier
frequency is 914 MHz and transmission raw bandwidth is 2 MHz. We further assume that each
node has an omni-directional antenna with 0 dB gain and is placed at 1.5 meter above the node. The
receive threshold is -94 dBW, the carrier sense threshold is -108 dBW, and the capture threshold
is 10 dB. These parameters simulate the 914 MHz Lucent WaveLAN DSSS radio interface. Given
these parameters, the � parameter in the equation ���
���������k������������ � in Section 0.2 is -101 dBW.
In WaveLAN radio, it has been measured that radio receiver power can be quite significant [SK97]
and accounts for òYóxô of the fixed transmission power. However, techniques for reducing the power
consumption of radio electronics are fast improving. A radio typically consists of transmitter
electronics, receiver electronics, and a transmit amplifier. Low-power circuit designs and signal
processing reduce the power expended in the transmitter and receiver electronics. As a result, the
receiver power of future radios is likely to be quite small. However, the power needed by the
transmit amplifier is constrained by the rapid radio attenuation in space. Therefore, transmission
power is expected to dominate receiver power in the future. Because radio-receiver power varies
from radio to radio and has an impact on the computation of the minimal-energy path, we vary the
receiver power " to study its effect on MECN and SMECN.
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Each node in our simulation has an initial energy of 1 Joule. We would like to evaluate the
effect of using SMECN on network performance. To do this, we need to simulate the network’s
application traffic. We used the following application scenario. All nodes periodically send UDP
traffic to a sink node situated at the boundary of the network. The sink node is viewed as the master
data-collection site. The application traffic is assumed to be CBR (constant bit rate); application
packets are all 128 bytes. The sending rate is 0.25 packets per second. This application scenario
has also been used before [HCB00]. Although this application scenario does not seem appropriate
for telephone networks and the Internet (cf. [PF95, PF97]), it does seem reasonable for ad hoc
networks, for example, in environment-monitoring sensor applications. In this setting, sensors
periodically transmit data to a data-collection site, where the data is analyzed.

To find routes along which to send messages, we use AODV [PR99]. However, as mentioned
above, we restrict AODV to finding routes that use only edges in ´ð�W¬D·��{�
�	� . There are other rout-
ing protocols, such as LAR [KV98], GSPR [KK00], and DREAM [BCSW98], that take advantage
of GPS hardware. We used AODV because it is readily available in our simulator and it is well
studied. Since we would like to optimize with respect to the minimum-energy path metric, we
modify the ns-2 AODV implementation to use the minimum-energy path metric instead of using
the current shortest-path metric. Although different routing protocols may result in different net-
work performance, we do not believe that using a different routing protocol would significantly
affect the relative merits of SMECN and MECN we present here.

In order to simulate the effect of power control, we made changes to the physical layer of the
ns-2 simulation code. Specifically, when simulating SMECN (resp., MECN), a node � broadcasts
to its neighbors using the final transmission power ������� of its neighbor-discovery process with
SMECN (resp., MECN). Similarly, a node � sends a point-to-point message to a neighbor � using
the minimum power required to reach � , as determined during the neighbor-discovery process.
A node’s energy reserve is then subtracted by the appropriate amount for each transmission or
reception.

We assumed that each node in our simulation had an initial energy of 1 Joule and then ran
the simulation for 1600 simulation seconds, using both SMECN and MECN. Each data point
represents an average of 20 randomly-generated networks. For the sake of fairness, identical traffic
scenarios are used for both MECN and SMECN. We did not actually simulate the execution of
SMECN and MECN. Rather, we assumed the neighbor set �{����� and power ���
�	� computed by
(S)MECN each time it is run were given by an oracle. (Of course, it is easy to compute the
neighbor set and power in the simulation, since we have a global picture of the network.) Thus,
in our simulation, we did not take into account one of the benefits of SMECN over MECN, that
it stops earlier in the neighbor-search process. Since a node’s available energy is decreased after
each packet reception or transmission, nodes in the simulation die over time. After a node dies,
the network must be reconfigured. In [RM99], this is done by running MECN periodically. In
our simulation, the NDP triggers the reconfiguration protocol. (When running MECN, we use the
same reconfiguration protocol as the one we use for SMECN, with the appropriate modifications,
as discussed in Section 0.5.) The NDP beacon for MECN and SMECN is sent with a period of 1
second and uses the power �����	� computed by the neighbor-discovery process of SMECN (resp.,
MECN).

For simplicity, we simulated only a static network (that is, we assumed that nodes did not move),
although some of the effects of mobility—that is, the triggering of the reconfiguration protocol—
can already be observed with node deaths.

In this setting, we are interested in network lifetime, as measured by two metrics: (1) the
number of nodes that are still alive over time and (2) the number of nodes that are still connected
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to the sink. As we argued in the introduction, these are reasonable metrics. Of course, if we
have more knowledge of the application, the definition of network lifetime can be made even
more application-specific. For example, in a sensor network, it may be more appropriate to define
network lifetime as the time that the sensors completely cover the deployment region.

We first report the experimental results when the receiver power is d . Before describing the
performance, we consider some features of the subnetworks computed by MECN and SMECN.
Since the search regions will be circular with an omni-directional antenna, Theorem 0.4.4 assures
us that the network used by SMECN will be a subnetwork of that used by MECN, although it
does not say how much smaller the subnetwork will be. The initial network in a typical execution
of the MECN and SMECN is shown in Figure 4. The average number of neighbors of MECN
and SMECN in the 20 networks are initially õC  o and  Cöò�o respectively. Thus, each node running
MECN has roughly 19% more links than the same node running SMECN. This makes it likely
that the final power setting computed will be higher for MECN than for SMECN. In fact, our
experiments show that it is roughly 38% higher, so more power will be used by nodes running
MECN when sending messages. Moreover, AODV is unlikely to find routes that are as energy
efficient with MECN.
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Figure 4: Initial network computed by MECN and SMECN with "v�9d mW.

As nodes die (due to running out of power), the network topology changes due to reconfigura-
tion. Nevertheless, as shown in Figure 5, the average number of neighbors stays roughly the same
over time, thanks to the reconfiguration protocol.

Turning to the network-lifetime metrics discussed above, as shown in Figure 6, SMECN per-
forms consistently better than MECN for both. The number of nodes still alive and the number of
nodes still connected to the sink decrease much more slowly in SMECN than in MECN. For ex-
ample, in Figure 6(b), at time ÷xdxd , øxøCåóxô of the nodes have disconnected from the sink for MECN
while only õYøCúùëô of the nodes have disconnected from the sink for SMECN.

Finally, we collected data on average energy consumption per node at the end of the simulation,
on the total number of packets delivered, and on end-to-end delay. MECN uses 21% more energy
per node than SMECN. SMECN delivers more than 110% more packets than MECN by the end of
the simulation, MECN’s delivered packets have an average end-to-end delay that is 2% lower than
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Figure 5: Average number of neighbors over time with "v�9d mW.

SMECN. Overall, it is clear that the performance of SMECN is significantly better than MECN if
the receiver power is negligible.

We now vary the receiver power " to study its impact on MECN and SMECN. As we discussed
earlier in this section, the receiver power of a radio is expected to be small in the future. Hence,
we set " to a small value (  d mW). A typical network topology maintained by MECN and SMECN
is shown in Figure 7. Comparing Figures 4 and 7, it is clear that there tend to be more direct links
with "v�  d mW than with "v��d mW. The average number of neighbors and broadcast power using
MECN and SMECN are quite similar with "a�  d mW. As a result, it is not surprising that the
performance of the two algorithms is quite similar in this case. This is further substantiated by
experimental results using the average number of neighbors metric (shown in Figure 8) and the
two network-lifetime metrics (shown in Figure 9).

0.7 Summary

In this chapter, we presented a protocol SMECN that computes a network with the minimum-
energy property. In the case of a circular search space, SMECN computes the set /w� consisting
of all edges that are not 2-redundant. Our protocol is localized in the sense that each node needs
to know only about its local neighborhood (that is, those nodes that are a small number of hops
away). In addition, we presented an energy-efficient reconfiguration protocol that maintains the
minimum-energy path property despite changes in the network topology. The localized nature of
our protocol makes it easy to deal with reconfiguration. We have shown by simulation that SMECN
performs significantly better than MECN, while being computationally simpler.

There are a number of other localized topology-control algorithms [LHB J 01, WL03, JRS03,
WZ03]. CBTC [LHB J 01] was the first algorithm that simultaneously achieved a variety of useful
properties, such as symmetry (only symmetric links are used), sparseness (bounded degree), and
good routes; CBTC achieves this without requiring each node to know its location; in particular,
unlike SMECN, a GPS unit (or other means for knowing the location) is not required. However,
the network CBTC computes does not have the minimum-energy property. Consequently the total
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Figure 6: Network lifetime for two different metrics with "v�9d mW.

199

198

197

196

195

194

193

192

191

190

189

188

187

186

185

184

183

182

181

180

179

178

177

176

175

174

173

172

171

170

169

168

167

166

165

164

163
162

161

160

159

158

157

156

155

154

153

152

151

150

149

148

147

146

145

144

143

142

141

140

139

138

137

136

135

134

133

132

131

130

129

128

127

126

125

124

123

122

121

120

119

118

117 116

115

114

113

112

111

110

109

108

107

106

105

104

103

102

101

100

99

98

97

96

95

94

93

92

91

90

89

88

87

86

85

84

83

82

81

80

7978

77

76

75

74

73

72

71

70

69

68

67

66

65

64

63

62

61

60

59

58

57

56

55

54

53

52

51

50

49

48

47

46

45

44

43

42

41

40

39

38

37

36

35

34

33

32

31

30

29

28

27

26

25

24

23

22

21

20

19

18

17

16

15

14

13

12

11

10

9

8

7

6

5

4

3

2

1

0

199

198

197

196

195

194

193

192

191

190

189

188

187

186

185

184

183

182

181

180

179

178

177

176

175

174

173

172

171

170

169

168

167

166

165

164

163
162

161

160

159

158

157

156

155

154

153

152

151

150

149

148

147

146

145

144

143

142

141

140

139

138

137

136

135

134

133

132

131

130

129

128

127

126

125

124

123

122

121

120

119

118

117 116

115

114

113

112

111

110

109

108

107

106

105

104

103

102

101

100

99

98

97

96

95

94

93

92

91

90

89

88

87

86

85

84

83

82

81

80

7978

77

76

75

74

73

72

71

70

69

68

67

66

65

64

63

62

61

60

59

58

57

56

55

54

53

52

51

50

49

48

47

46

45

44

43

42

41

40

39

38

37

36

35

34

33

32

31

30

29

28

27

26

25

24

23

22

21

20

19

18

17

16

15

14

13

12

11

10

9

8

7

6

5

4

3

2

1

0

(a) MECN (b) SMECN

Figure 7: Initial network computed by MECN and SMECN with "��  d mW.

energy consumed in the network constructed by CBTC is likely to be greater than that in the
network constructed by SMECN (see [LHB J 01] for a detailed comparison of CBTC and SMECN).
The subgraph ( � of (*) constructed by Wang and Li’s recent algorithm [WL03] has bounded
degree and is a S -spanner, for a relatively small S , so that for every pair of nodes � and � , there
is a path connecting them in (T� whose length is no more than S times that of the shortest path
from � to � in (*) . However, the network computed in [WL03] does not have the minimum-energy
property and thus is unlikely to be as energy efficient as SMECN. The topology-control algorithm
analyzed by Jia, Rajaraman, and Scheideler [JRS03] constructs a graph with constant degree and
constant energy-stretch (the minimum-energy path for any given pair of nodes in the subnetwork
is within a constant factor of the minimum energy path in the original network). XTC [WZ03] is
similar in spirit to SMECN, but it does not assume any specific radio-propagation model. When
running SMECN, each node � must know enough about the radio-propagation model to compute
the sets �5�B��� , this knowledge is not required in XTC. Thus, XTC can be used in settings where
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Figure 9: Network lifetime for two different metrics with "v�  d mW.

radio-propagation model is unknown. On the other hand, XTC must use maximum power in the
neighbor-discovery process, so it is likely to be less energy efficient than SMECN in settings where
the radio-propagation model is known.

With all these alternatives, it is clear that more work needs to be done to understand what the
most appropriate algorithm is as a function of the demands of a specific application. We have
focused here only on energy minimization, but there are clearly other relevant metrics as well,
which further complicates the decision.
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