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Abstract: We provide a model for reasoning about knowledge and probability together. We allow explicit mention of probabilities in formulas, so that our language has formulas that essentially say “according to agent $i$, formula $\varphi$ holds with probability at least $b$.” The language is powerful enough to allow reasoning about higher-order probabilities, as well as allowing explicit comparisons of the probabilities an agent places on distinct events. We present a general framework for interpreting such formulas, and consider various properties that might hold of the interrelationship between agents’ probability assignments at different states. We provide a complete axiomatization for reasoning about knowledge and probability, prove a small model property, and obtain decision procedures. We then consider the effects of adding common knowledge and a probabilistic variant of common knowledge to the language.
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1 Introduction

Reasoning about knowledge has become an active topic of investigation for researchers in such diverse fields as philosophy [Hin62], economics [Aum76], and artificial intelligence [Moo85]. Recently the interest of theoretical computer scientists has been sparked, since reasoning about knowledge has been shown to be a useful tool in analyzing distributed systems (see [Hal87] for an overview and further references).

In many of the application areas for reasoning about knowledge, it is important to be able to reason about the probability of certain events as well as the knowledge of agents. In particular, this arises in distributed systems applications when we want to analyze randomized or probabilistic programs. Not surprisingly, researchers have considered knowledge and probability before. Indeed, all the publications in economics on reasoning about knowledge, going back to Aumann’s seminal paper [Aum76], have probability built into the model. However, they do not consider a logical language that explicitly allows reasoning about probability. In this paper we consider a language which extends the traditional logic of knowledge by allowing explicit reasoning about probability along the lines discussed in a companion paper [FHM90].

In the standard possible-worlds model of knowledge (which we briefly review in the next section), agent $i$ knows a fact $\varphi$, written $K_i \varphi$, in a world or state $s$ if $\varphi$ is true in all the worlds the agent considers possible in world $s$. We want to reason not only about an agent’s knowledge, but also about the probability he places on certain events. In order to do this, we extend the language considered in [FHM90], which is essentially a formalization of Nilsson’s probability logic [Nil86]. Typical formulas in the logic of [FHM90] include $w(\varphi) \geq 2w(\psi)$ and $w(\varphi) < 1/3$, where $\varphi$ and $\psi$ are propositional formulas. These formulas can be viewed as saying “$\varphi$ is twice as probable as $\psi$” and “$\varphi$ has probability less than 1/3”, respectively. Since we want to reason about the probability that agent $i$ places on events, we modify their language to allow formulas such as $w_i(\varphi) \geq 2w_i(\psi)$. We also allow $\varphi$ and $\psi$ here to be arbitrary formulas (which may themselves contain nested occurrences of the modal operators $w_j$ and $K_j$) rather than just propositional formulas. This gives us the power to reason about higher-order probabilities (see [Gai86] for more discussion on this subject, as well as added references) and to reason about the probability that an agent knows a certain fact.

In order to give semantics to such a language in the possible-worlds framework, we assume that, roughly speaking, at each state each agent has a probability on the worlds he considers possible. Then a formula such as $w_i(\varphi) \geq 2w_i(\psi)$ is true at state $s$ if, according to agent $i$’s probability assignment at state $s$, the event $\varphi$ is twice as probable as $\psi$. For technical and philosophical reasons, we find it convenient to view the probability as being placed on an arbitrary set of worlds, rather than the set of all worlds that the agent considers possible in a given state. As we shall show by example, different choices for the probability space seem to correspond to different assumptions about the background context.

Despite the richness of the resulting language, we can combine the the well-known
techniques for reasoning about knowledge with the techniques for reasoning about probability introduced in [FHM90] to obtain an elegant complete axiomatization for the resulting language. Just as there are different assumptions we can make about the relationship between the worlds that agent $i$ considers possible, leading to different axioms for knowledge (see [HM92] for an overview), there are also different assumptions about the interrelationships between agents’ probability assignment spaces at different states, which also can be captured axiomatically. We discuss these assumptions and their appropriateness, and show how these assumptions can affect the complexity of the decision procedure for the language.

This paper is related to a number of other works. We give a brief overview of the related literature here. Propositional probabilistic variants of temporal logic [HS84, LS82] and dynamic logic [Fel84, Koz85] have also been studied, with the goal of analyzing probabilistic programs. Probabilistic temporal logic papers have traditionally limited the language so that the only probabilistic statements that can be made are Boolean combinations of formulas of the form “$\varphi$ occurs with probability one.” The logics studied in [Fel84, Koz85] do bear some superficial resemblance to ours in that explicit probability statements are allowed, as well as linear combinations of statements. Indeed, the probability logic considered in [FHM90], where the only formulas in the scope of the modal operator $w$ are propositional formulas, is a fragment of Feldman’s logic. However, there are some fundamental differences as well, which arise from the fact that the main object of interest in these other logics are programs. As a result, our language and those used in [Fel84, Koz85] are incomparable. The languages used in [Fel84, Koz85] are richer than the one we consider here in that they allow explicit reasoning about programs, but poorer in that they can talk about the probability of only a restricted class of formulas. Moreover, there are significant technical differences in the semantics of knowledge operators (our $K_i$’s) and the program operators of [Fel84, Koz85].

As we mentioned above, probabilistic knowledge has been an issue of great interest in the economics community. Although they have not considered formal languages containing knowledge and probability, their models can be viewed as a special case of the models we discuss in this paper. In a recent paper [MS89] in the economics literature, Monderer and Samet investigate probabilistic common knowledge, a topic that shall also concern us here. We compare our framework to theirs in more detail when we discuss probabilistic common knowledge.

The framework developed in this paper has also been applied to distributed systems and cryptography in some recent papers [FZ87, FZ88, HMT88, HT93], where the issues raised here have been examined more carefully in the context of these application areas.

Finally, we should mention two other papers that consider reasoning about knowledge and uncertainty in a possible worlds framework somewhat similar to our own. Halpern and McAllester [HM89] consider a language that allows reasoning about knowledge and likelihood, but their notion of likelihood, based on the logic of likelihood of [HR87], considers only a qualitative notion of likelihood, rather than explicit probabilities. While this may be appropriate for some applications, it is not useful for an analysis of protocols.
Ruspini [Rus87] discusses certain relations that hold between knowledge and probability in the one-agent case, and relates this in turn to Dempster-Shafer belief functions [Sha76].

The rest of this paper is organized as follows. The next section contains a brief review of the classical possible-worlds semantics for knowledge and a discussion of how knowledge can be ascribed to processes in a distributed system. In Section 3 we describe the extended language for knowledge and probability and discuss some assumptions that can be placed on the interrelationships between agents’ probability assignments at different states. In Section 4 we give results on complete axiomatizations and decision procedures. In Section 5 we extend the language to allow common knowledge and probabilistic common knowledge. In Section 6 we give our conclusions.

## 2 The standard Kripke model for knowledge

In this section we briefly review the standard S5 possible-worlds semantics for knowledge. The reader is referred to [HM92] for more details.

In order to reason formally about knowledge we need a language. Suppose we consider a system with $n$ agents, say $1, \ldots, n$, and we have a nonempty set $\Phi$ of primitive propositions about which we wish to reason. (For distributed systems applications these will typically represent statements such as “The value of variable $x$ is 0”; in natural language situations they might represent statements of the form “It is raining in San Francisco.”) For convenience, we define $\text{true}$ to be an abbreviation for the formula $p \lor \neg p$, where $p$ is a fixed primitive proposition. We abbreviate $\neg \text{true}$ by $\text{false}$. We construct more complicated formulas by closing off $\Phi$ under conjunction, negation, and the modal operators $K_i$, for $i = 1, \ldots, n$ (where $K_i \varphi$ is read “agent $i$ knows $\varphi$”).

We give semantics to these formulas by means of Kripke structures [Kri63], which formalize the intuitions behind possible worlds. A Kripke structure for knowledge (for $n$ agents) is a tuple $(S, \pi, K_1, \ldots, K_n)$, where $S$ is a set of states (thought of as states of affairs or possible worlds), $\pi(s)$ is a truth assignment to the primitive propositions of $\Phi$ for each state $s \in S$ (i.e., $\pi(s)(p) \in \{\text{true}, \text{false}\}$ for each primitive proposition $p \in \Phi$ and state $s \in S$), and $K_i$ is an equivalence relation on the states of $S$, for $i = 1, \ldots, n$. The $K_i$ relation is intended to capture the possibility relation according to agent $i$: $(s, t) \in K_i$ if in world $s$ agent $i$ considers $t$ a possible world.\(^1\) We define $K_i(s) = \{s'| (s, s') \in K_i\}$.

We now assign truth values to formulas at a state in a structure. We write $(M, s) \models \varphi$ if the formula $\varphi$ is true at state $s$ in Kripke structure $M$.

\[(M, s) \models p \ (\text{for } p \in \Phi) \text{ iff } \pi(s)(p) = \text{true}\]

\[(M, s) \models \varphi \land \psi \text{ iff } (M, s) \models \varphi \text{ and } (M, s) \models \psi\]

\(^1\)We could take $K_i$ to be an arbitrary binary relation, but for distributed systems applications, taking it to be an equivalence relation seems most appropriate (see [Hal87] for further discussion of this point). Our results could easily be modified to deal with the general case where $K_i$ is an arbitrary binary relation.
\[(M, s) \models \neg \varphi \text{ iff } (M, s) \not\models \varphi \]

\[(M, s) \models K_i \varphi \text{ iff } (M, t) \models \varphi \text{ for all } t \in \mathcal{K}_i(s).\]

The last clause in this definition captures the intuition that agent \(i\) knows \(\varphi\) in world \((M, s)\) exactly if \(\varphi\) is true in all worlds that \(i\) considers possible.

Given a structure \(M = (S, \pi, \mathcal{K}_1, \ldots, \mathcal{K}_n)\), we say that a formula \(\varphi\) is \textit{valid in} \(M\), and write \(M \models \varphi\), if \((M, s) \models \varphi\) for every state \(s \in S\), and say that \(\varphi\) is \textit{satisfiable in} \(M\) if \((M, s) \models \varphi\) for some state \(s \in S\). We say that a formula \(\varphi\) is \textit{valid} if it is valid in all structures, and it is \textit{satisfiable} if it is satisfiable in some structure. It is easy to check that a formula \(\varphi\) is valid in \(M\) (resp. valid) if and only if \(\neg \varphi\) is not satisfiable in \(M\) (resp. not satisfiable).

We are often interested in characterizing by an axiom system the set of formulas that are valid. An axiom system \(AX\) is said to be \textit{sound} for a language \(L\) with respect to a class \(\mathcal{M}\) of structures if every formula in \(L\) provable in \(AX\) is valid with respect to every structure in \(\mathcal{M}\). The system \(AX\) is \textit{complete} for \(L\) with respect to \(\mathcal{M}\) if every formula in \(L\) that is valid with respect to every structure in \(\mathcal{M}\) is provable in \(AX\). We think of \(AX\) as characterizing the class \(\mathcal{M}\) if it provides a sound and complete axiomatization of that class. Soundness and completeness provide a connection between the \textit{syntactic} notion of provability and the \textit{semantic} notion of validity.

It is well known that the following set of axioms and inference rules, which goes back to Hintikka [Hin62], provides a sound and complete axiomatization for the logic of knowledge just defined with respect to the class of Kripke structures for knowledge (see [HM92] for a proof).

\textbf{K1.} All instances of propositional tautologies

\textbf{K2.} \((K_i \varphi \land K_i(\varphi \Rightarrow \psi)) \Rightarrow K_i\psi\)

\textbf{K3.} \(K_i \varphi \Rightarrow \varphi\)

\textbf{K4.} \(K_i \varphi \Rightarrow K_i K_i \varphi\)

\textbf{K5.} \(\neg K_i \varphi \Rightarrow K_i \neg K_i \varphi\)

\textbf{R1.} From \(\varphi\) and \(\varphi \Rightarrow \psi\) infer \(\psi\) (modus ponens)

\textbf{R2.} From \(\varphi\) infer \(K_i \varphi\) (knowledge generalization)

We remark that this axiom system for the case of one agent has traditionally been called S5. Philosophers have spent years debating the appropriateness of this set of axioms and, indeed, of this whole approach for capturing the notion of knowledge as applied to human reasoning (see [Len78] for a review of the pertinent literature). Other axiom systems for knowledge have been considered. We mention two here, since they will
arise in our later discussion: the axiom system K, consisting of K1, K2, R1, and R2, and
the axiom system KD45, consisting of K1, K2, K4, K5, R1, R2 and the axiom \( \neg K_i(false) \).
The system S5 has proved particularly useful in distributed systems applications. We
now briefly review how knowledge is ascribed to processes in distributed systems. More
discussion and details on the model can be found in [Hal87].

A distributed system consists of a collection of processes, say 1, \ldots, n, connected by
a communication network. We think of these processes as running some protocol. At
any time in the execution of such a protocol, the system is in some global state, which is
a tuple of the form \((s_1, s_2, \ldots, s_n)\), where \( s_i \) is the local state of process \( i \), and \( s_e \) is the state of the environment. We think of the global state as providing a “snapshot” of the
state of the system at any time. The environment includes everything that we consider
relevant to the system that is not described in the state of the processes. A run of a
system is just a function from the natural numbers to global states. Intuitively, a run
describes a possible execution of a system over time (where we think of time as ranging
over natural numbers). We identify a system with a set of runs (these can be thought of
as the possible runs of the system when running a particular protocol). We often speak
of a pair \((r, m)\), consisting of a run \( r \) and a time \( m \), as a point. Associated with any
point \((r, m)\) we have \( r(m) \), the global state of the system at this point. We can define
equivalence relations \( \sim_i \), for \( i = 1, \ldots, n \), on points via \((r, m) \sim_i (r', m') \) iff process \( i \) has
the same local state at the global states \( r(m) \) and \( r'(m') \).

Suppose we fix a set \( \Phi \) of primitive propositions. In distributed systems applications,
we can think of these propositions as saying things like “the value of variable \( x \) is 0”,
“process \( i \)’s initial input is 3”, and so on. We define an interpreted system \( \mathcal{I} \) to be
a pair \((\mathcal{R}, \pi)\), where \( \mathcal{R} \) is a system (set of runs), and \( \pi \) is a truth assignment to the
primitive propositions of \( \Phi \) at every point in \( \mathcal{R} \). With this definition, it is easy to view
an interpreted system as a Kripke structure, where the points play the role of states and
the \( K_i \) relation is given by \( \sim_i \). Truth is now defined with respect to a point \((r, m)\) in an
interpreted system \( \mathcal{I} \). In particular, we have

\[
(\mathcal{I}, r, m) \models K_i \varphi \text{ iff } (\mathcal{I}, r', m') \models \varphi \text{ for all } (r', m') \text{ such that } (r', m') \sim_i (r, m).
\]

Since \( \sim_i \) is an equivalence relation, it is easy to check that all the axioms of S5 hold for
this interpretation of knowledge.

3 Adding probability

The formula \( K_i \varphi \) says that \( \varphi \) is true at all the worlds that agent \( i \) considers possible.
We want to extend our language to allows formulas such as \( w_i(\varphi) \geq b \), which intuitively
says that “according to agent \( i \), formula \( \varphi \) holds with probability at least \( b \).” In fact, it
turns out to be convenient to extend the language even further. Specifically, if \( \varphi_1, \ldots, \varphi_k \)
are formulas, then so is \( a_1 w_i(\varphi_1) + \cdots + a_k w_i(\varphi_k) \geq b \), where \( a_1, \ldots, a_k, b \) are arbitrary
rational numbers, and \( k \geq 1 \). We call such a formula an \( i \)-probability formula (or simply a
A probability formula, if we do not wish to specify \( i \). An expression of the form \( a_1 w_i(\varphi_1) + \cdots + a_k w_i(\varphi_k) \) is called a term. Allowing arbitrary terms in \( \iota \)-probability formulas, rather than just formulas of the form \( w_i(\varphi) \geq \alpha \), gives us a great deal of flexibility in expressing relationships between probabilities of events. Notice we do not allow mixed formulas such as \( w_i(\varphi) + w_j(\psi) \geq b \).

We use a number of abbreviations throughout the paper for readability. For example, we use \( w_i(\varphi) \geq w_i(\psi) \) as an abbreviation for \( w_i(\varphi) - w_i(\psi) \geq 0 \), \( w_i(\varphi) \leq b \) for \(-w_i(\varphi) \geq -b \), \( w_i(\varphi) < b \) for \(-w_i(\varphi) > b \), and \( w_i(\varphi) = b \) for \(( w_i(\varphi) \geq b ) \land ( w_i(\varphi) \leq b ) \). We also use \( K_i(\varphi) \) as an abbreviation for \( K_i(w_i(\varphi) \geq b) \). Intuitively, this says that “agent \( \iota \) knows that the probability of \( \varphi \) is greater than or equal to \( b \).” It might seem that the formula \( w_i(\varphi) \geq b \) should already say that “agent \( \iota \) knows that the probability of \( \varphi \) is greater than or equal to \( b \), even without the \( K_i \) operator. This is not the case under our semantics. In a given state \( s \), the formula \( w_i(\varphi) \) denotes the probability of \( \varphi \) according to agent \( \iota \)'s probability distribution in state \( s \). Although it may seem at first seem counterintuitive, it is useful to allow agent \( \iota \) not to know what probability distribution is being used to calculate \( w_i(\varphi) \). For example, if agent \( \iota \) knows that one of two distributions governs \( \varphi \), and according to one, the probability of \( \varphi \) is 1/2 and according to the other, the probability of \( \varphi \) is 3/4, then we can model this by saying that there are two states of the world that \( \iota \) cannot distinguish, such that \( w_i(\varphi) = 1/2 \) in one, and \( w_i(\varphi) = 3/4 \) in the other. In such a situation, it would be the case that \( K_i(w_i(\varphi) \geq 1/2) \) holds.

The language used here extends that considered in [FHM90] in two ways. First, rather than have just one “probability modality” \( w \), we have a modality \( w_i \) for each agent \( \iota \), in order to allow us to reason about the probability assigned by different agents to the same event. Secondly, rather than restricting the formulas that appear in the scope of the probability modality to be propositional, we allow them to be arbitrary. In particular, we allow higher-order probability formulas such as \( w_i(w_j(\varphi) \geq b) \).

Before we give formal semantics to this language, we briefly review some material from probability theory (see [Hal50] for more details). A probability space is a tuple \((\Omega, \mathcal{X}, \mu)\) where \( \Omega \) is a set, called the sample space, \( \mathcal{X} \) is a \( \sigma \)-algebra of subsets of \( \Omega \) (i.e., a set of subsets containing \( \Omega \) and closed under complementation and countable union), whose elements are called the measurable sets, and a probability measure \( \mu \) defined on the elements of \( \mathcal{X} \). Note that \( \mu \) does not assign a probability to all subsets of \( \Omega \), but only to the measurable sets. One natural way of attaching a weight to every subset of \( \Omega \) is by considering the inner measure \( \mu_* \) induced by \( \mu \); if \( A \subseteq \Omega \), we have

\[
\mu_*(A) = \sup \{ \mu(B) \mid B \subseteq A \text{ and } B \in \mathcal{X} \}.
\]

Thus, the inner measure of \( A \) is essentially the measure of the largest measurable set contained in \( A \). The properties of probability spaces guarantee that \( \mu_* \) is well defined, and

\footnote{There would be no difficulty giving semantics to such formulas, but some of our results on decision procedures and axiomatizations seem to require that we not allow such mixed formulas. We return to this point in the next section.}
that if $A$ is measurable, then $\mu_*(A) = \mu(A)$.

Given a structure $M = (S, \pi, \mathcal{K}_1, \ldots, \mathcal{K}_n)$, in order to decide whether a probability formula is true at a state $s$ in $M$, we need to associate with each state $s$ a probability space. Thus we take a *Kripke structure for knowledge and probability* (for $n$ agents) to be a tuple $(S, \pi, \mathcal{K}_1, \ldots, \mathcal{K}_n, \mathcal{P})$, where $\mathcal{P}$ is a *probability assignment*, which assigns to each agent $i \in \{1, \ldots, n\}$ and state $s \in S$ a probability space $\mathcal{P}(i, s) = (S_{i,s}, X_{i,s}, \mu_{i,s})$, where $S_{i,s} \subseteq S$. We shall usually write $\mathcal{P}(i, s)$ as $\mathcal{P}_{i,s}$. Intuitively, the probability space $\mathcal{P}_{i,s}$ describes agent $i$'s probabilities on events, given that the state is $s$. We allow $S_{i,s}$ to be an arbitrary subset of $S$. It might seem reasonable to take $S_{i,s} = \mathcal{K}_i(s)$, thus requiring that the agent places probability on precisely on the set of worlds he considers possible; however, as we shall see below, there are good technical and philosophical reasons to allow $S_{i,s}$ to be distinct from $\mathcal{K}_i(s)$. It is often natural to require that $S_{i,s}$ be at least a subset of $\mathcal{K}_i(s)$; we consider the consequences of this assumption below.

We can give semantics to formulas not involving probability just as before. To give semantics to $i$-probability formulas, assume inductively that we have defined $(M, s) \models \varphi$ for each state $s \in S$. Define $S_{i,s}(\varphi) = \{s' \in S_{i,s} | (M, s') \models \varphi\}$. Then the obvious way to define the semantics of a formula such as $w_i(\varphi) \geq b$ is

$$(M, s) \models w_i(\varphi) \geq b \iff \mu_{i,s}(S_{i,s}(\varphi)) \geq b.$$ 

The only problem with this definition is that the set $S_{i,s}(\varphi)$ might not be measurable (i.e., not in $X_{i,s}$), so that $\mu_{i,s}(S_{i,s}(\varphi))$ might not be well defined. We discuss this issue in more detail below (and, in fact, provide sufficient conditions to guarantee that this set is measurable), but in order to deal with this problem in general, we use the inner measures $(\mu_{i,s})_*$ rather than $\mu_{i,s}$. Thus $w_i(\varphi) \geq b$ is true at the state $s$ if there is some measurable set (according to agent $i$) contained in $S_{i,s}(\varphi)$ whose measure is at least $b$. More generally, we have

$$(M, s) \models a_1 w_i(\varphi_1) + \cdots + a_k w_i(\varphi_k) \geq b \iff a_1 (\mu_{i,s})_*(S_{i,s}(\varphi_1)) + \cdots + a_k (\mu_{i,s})_*(S_{i,s}(\varphi_k)) \geq b.$$ 

This completes the semantic definition for the whole language.

Before we discuss the properties of this language, it is helpful to consider a detailed example. This example illustrates some of the subtleties involved in choosing the probability spaces at each state.

Suppose we have two agents. Agent 2 has an input bit, either 0 or 1. He then tosses a fair coin, and performs an action $a$ if the coin toss agrees with the input bit, i.e., if the coin toss lands heads and the input bit is 1, or if the coin lands tails and the input bit is 0. We assume that agent 1 never learns agent 2's input bit or the outcome of his coin toss. An easy argument shows that according to agent 2, who knows the input bit, the probability (before he tosses the coin) of performing action $a$ is $1/2$. There is also

---

3We remark that there is also a dual notion of *outer measure*; the outer measure of $A$, denoted $\mu^*(A)$, is essentially the measure of the smallest measurable set containing $A$. It is easy to see that $\mu^*(A) = 1 - \mu_*(A)$, so that the outer measure is expressible in terms of the inner measure.
a reasonable argument to show that, even according to agent 1 (who does not know the
input bit), the probability that the action will be performed is 1/2. Clearly from agent 1’s
viewpoint, if agent 2’s input bit is 0, then the probability that agent 2 performs action a
is 1/2 (since the probability of the coin landing heads is 1/2); similarly, if agent 2’s input
bit is 1, then the probability of agent 2 performing action a is 1/2. Thus, no matter what
agent 2’s input bit, the probability according to agent 1 that agent 2 will perform action
a is 1/2. Thus, it seems reasonable to say that agent 1 knows that the a priori probability
of agent 2 performing action a is 1/2. Note that we do not need to assume a probability
distribution on the input bit for this argument to hold. This is a good thing: We do
not want to assume that there is an input on the probability distribution, since none is
provided by the problem statement. Of course, if there were a probability distribution,
then this argument would hold independent of the actual probability distribution.

Now suppose we want to capture this argument in our formal system. From agent 1’s
point of view, there are four possibilities: (1, h), (1, t), (0, h), (0, t) (the input bit was 1
and the coin landed heads, the input bit was 1 and the coin landed tails, etc.). We can
view these as the possible worlds or states in a Kripke structure. Call them \(s_1, s_2, s_3,\)
and \(s_4\) respectively; let \(S\) be the set consisting of all four states. Assume that we have
primitive propositions \(A, H, T, B_0, \) and \(B_1\) in the language, denoting the events that
action \(a\) is performed, the coin landed heads, the coin landed tails, agent 2’s input bit is
0, and agent 2’s input bit is 1. Thus \(H\) is true at states \(s_1\) and \(s_3\), \(A\) is true at states \(s_1\)
and \(s_4\), and so on. What should agent 1’s probability assignment be? We now describe
three plausible answers to this question.

1. We can associate with each state the sample space consisting of all four states,
i.e., all the possible worlds. This might seem to be the most natural choice, since
we are taking the probability space at each state \(s\) to be \(K_1(s)\), so that at each state,
agent 1 is putting the probability on the set of states that he considers possible.
Because we assume that there is no probability on the event “the input bit is 0”
(resp. “the input bit is 1”), the only candidates for measurable sets (besides the
whole space and the empty set) are \(\{s_1, s_3\}\) (which corresponds to the event “the
coin landed heads”) and \(\{s_2, s_4\}\) (“the coin landed tails”). Each of these sets has
probability 1/2. Call the resulting Kripke structure \(M_0\). Notice that the events \(\{s_1\}\)
and \(\{s_2\}\) cannot both be measurable, for then the event \(\{s_1, s_2\}\), which corresponds
to “the input bit is 1”, would also be measurable. Similarly, we cannot take \(\{s_1, s_4\}\),
which corresponds to the event “action \(a\) is performed”, to be measurable. This is
because if it were measurable, then, since the set of measurable sets is closed under
finite intersection and complementation, each of \(\{s_1\}, \{s_2\}, \{s_3\}, \) and \(\{s_4\}\) would
have to be measurable.

2. We can associate with states \(s_1\) and \(s_2\), where the input bit is 1, the sample space
consisting only of \(s_1\) and \(s_2\), with \(\{s_1\}\) and \(\{s_2\}\) both being measurable and having
measure 1/2. Similarly, we can associate with states \(s_3\) and \(s_4\) the sample space
consisting only of \(s_3\) and \(s_4\), with \(\{s_3\}\) and \(\{s_4\}\) each having measure 1/2. Thus,
when the input bit is 1, we take the sample space to consist of only those states
where the input bit is 1, with the obvious probability on that space, and similarly
for when the input bit is 0. Call this Kripke structure $M_1$.

3. Finally, we can make the trivial choice of associating with each state
the sample space consisting of that state alone, and giving it measure 1. Call the resulting
Kripke structure $M_2$.

Of the three Kripke structures above, it is easy to see that only $M_1$ supports the
informal reasoning above. It is easy to check that we have $(M_1, s) \models K_1^{1/2} A$, for every
state $s \in S$. On the other hand, in every state of $M_2$, we have either $w_1(A) = 1$ (in
states $s_1$ and $s_4$) or $w_1(A) = 0$ (in states $s_2$ and $s_3$). Thus, for every state $s \in S$, we have
$(M_2, s) \not\models K_1((w_1(A) = 1) \lor (w_1(A) = 0))$ and $(M_2, s) \models \neg K_1^{1/2} A$. Finally, in $M_0$, the
event $A$ is not measurable, nor does it contain any non-empty measurable sets. Thus,
we have $(M_0, s) \models K_1(w_1(A) = 0)$ (where now $w_1$ represents the inner measure, since $A$
is not measurable).

Does this mean that $M_1$ is somehow the “right” Kripke structure for this situation?
Not necessarily. A better understanding can be attained if we think of this as a two-step
process developing over time. At the first step, “nature” (nondeterministically) selects
agent 2’s input bit. Then agent 2 tosses the coin. We can think of $M_2$ as describing the
situation after the coin has landed. It does not make sense to say that the probability of
heads is 1/2 at this time (although it does make sense to say that the a priori probability
of heads is 1/2), nor does it make sense to say that the probability of performing action
$a$ is 1/2. After the coin has landed, either it landed heads or it didn’t; either $a$ was
performed or it wasn’t. This is the intuitive explanation for why the formula $K_1((w_1(A) = 1)
\lor (w_1(A) = 0))$ is valid in $M_2$. $M_1$ describes the situation after nature has made her
decision, but before the coin is tossed. Thus, agent 1 knows that either the input bit is
1 or the input bit is 0 (although he doesn’t know which one). As expected, the formula
$K_1((w_1(B_0) = 1) \lor (w_1(B_1) = 0))$ holds in this situation. An (admittedly weak) argument
can be made that $M_0$ describes the initial situation, before nature has made her decision.
At this point the event “the input bit is 0” is not measurable and we cannot attach a
probability to it.

We can capture these intuitions nicely using runs. There are four runs, say $r_1, r_2, r_3, r_4$,
corresponding to the four states above. There are three relevant times: 0 (before nature
has decided on the input bit), 1 (after nature has decided, but before the coin is tossed),
and 2 (after the coin is tossed). Agent 1’s local state contains only the time (since agent 1
never learns anything about the coin or the input bit); agent 2’s local state contains the
time, the input bit (at times 1 and 2), and the outcome of the coin toss (at time 2). We
can omit the environment from the global state; everything relevant is already captured
by the states of the agents. Thus, at time 1 in run $r_3$, agent 1’s local state is 1 (since the
time is 1), while agent 2’s local state is the pair (1, 0), since the time is 1 and the input
bit is 0. Thus, $r_3(1) = \langle 1, (1, 0) \rangle$. Similarly, we have that $r_3(2) = \langle 2, (2, 0, h) \rangle$. We now
interpret the propositions $A$, $H$, etc. to mean that the action $a$ has been or eventually
will be performed, heads has been or eventually will be tossed, etc. Thus, proposition \( A \) is true at the point \((r_j,k)\) if the action \( a \) is performed at \((r_j,3)\). Similarly, \( H \) is true at \((r_j,k)\) if heads is tossed in run \( r_j \), and so on.

Clearly at each time \( k = 0,1,2, \) agent 1 considers the four points \((r_j,k), j = 1,2,3,4, \) possible. At time 0 we can define the probability space at each state to make this look like \( M_0 \). At time 1, defining the probability spaces so that we get Kripke structure \( M_1 \) seems to be appropriate, while at time 2, Kripke structure \( M_2 \) seems appropriate. Thus, although it seems that in some sense agent 1’s knowledge about the input bit and the outcome of the coin toss does not change over time, the probability assignments used by agent 1 may change. For example, after the coin has been tossed, the probability assignment should change to reflect the fact that, although agent 1 has not learned anything about the outcome of the coin flip, he does know that the coin has been tossed.

But why and how should the fact that the coin has been tossed affect the probability assignment used by agent 1? This question is perhaps best answered in the framework discussed in [HT93], where the point of view is taken that the choice of probability assignment should reflect the agent’s view of the adversary it is playing against. From a more accurate, the knowledge of the adversary it is playing against. Different choices of probability assignment correspond to playing adversaries with different knowledge. Suppose we play an adversary with complete information about all that has happened in the past, but who does not know the outcome of probabilistic events that will take place in the future. Thus, at time 1, the adversary does not know the outcome of the coin toss, while at time 2, he does. As shown in [HT93], when agent \( i \) is playing against such an adversary, the probability assignment used by agent \( i \) should reflect what the adversary knows as well as what agent \( i \) knows. Technically, this amounts to taking the intersection of the set of possible words describing agent \( i \)’s knowledge with the set of possible words describing the adversary’s knowledge. Thus, when playing against an adversary with complete information about the past, the assignment described by \( M_1 \) is appropriate at time 1, while the assignment described by \( M_2 \) is appropriate at time 2. (See [HT93] for details of the arguments regarding appropriateness.) Interestingly, the probability assignment described by \( M_0 \)—which initially may have seemed to be the most reasonable choice of probability assignment—does not correspond to playing against an adversary in the framework of [HT93]. In retrospect, it is the hardest probability assignment to justify.

Even in this simple example we can already see that the decision of how to assign the probability spaces is not completely straightforward. In general, it seems that it will depend in more detail on the form of the analysis. This example already shows that in general at a state \( s \), we do not want to take \( S_{i,s} = K_i(s) \). Note that \( S_{i,s} = K_1(s) \) only in \( M_0 \) above; in particular, in \( M_1 \), where we can carry out the informal reasoning which says that action \( a \) occurs with probability 1/2, we have \( S_{i,s} \) as a strict subset of \( K_1(s) \).\(^4\)

\(^4\)The example presented here is a simplification of one given by Mark Tuttle. It was Mark who first pointed out to us that it is not always appropriate to take \( S_{i,s} = K_i(s) \).
Although in this example, we do not want \( S_{i,s} = \mathcal{K}_i(s) \), we do want \( S_{i,s} \subseteq \mathcal{K}_i(s) \). This is quite a natural condition. Without it, it is possible that an agent can place positive probability on a fact that he knows to be false; for example, the formula \( K_i p \land w_i(p) > 0 \) is consistent. We would view an agent who places positive probability on an event he knows to be false as inconsistent. Thus, we term the following condition CONS (for consistent).

**CONS.** For all \( i \) and \( s \), if \( \mathcal{P}_{i,s} = (S_{i,s}, \mathcal{X}_{i,s}, \mu_{i,s}) \), then \( S_{i,s} \subseteq \mathcal{K}_i(s) \).

Note that CONS does not imply that \( s \in S_{i,s} \); an agent is not required to view the state that he is in as one of the set of states in his probability space. Although it may seem unusual, there are times (in particular, when analyzing asynchronous distributed systems), when it turns out to be appropriate not to require that \( s \in S_{i,s} \) [HT93].

In some applications, although the agents have different sets of points they consider possible, it is useful to model them as agreeing on what the probability space is at each point. In this case, we say that the probability assignment is objective. This is a quite natural assumption in contexts where all the probabilistic events are common knowledge, for example, if there is a global coin. Alternatively, in the framework of [HT93], it is appropriate if the agents are viewed as all playing the same adversary, who has at least as much knowledge as each of the agents individually. Note that under this assumption, the intersection of the set of states describing agent \( i \)'s knowledge with the set of states describing the adversary’s knowledge is the same for all \( i \). This means that, according to the framework of [HT93], the agents should all use the same probability assignment. Note that this assumption is appropriate, for example, if the agents all play an adversary who has complete information about the global state of the system, they would agree on what the appropriate probability space should be.\(^5\)

In the context of a Kripke structure for knowledge and probability, having an objective probability assignment corresponds to the following condition:

**OBJ.** \( \mathcal{P}_{i,s} = \mathcal{P}_{j,s} \) for all \( i, j, \) and \( s \).

Note that if we had required that \( S_{i,s} = \mathcal{K}_i(s) \) for each agent \( i \) and each state \( s \), then OBJ could hold only in Kripke structures where \( \mathcal{K}_i(s) = \mathcal{K}_j(s) \) for all agents \( i \) and \( j \) and all states \( s \).

We now consider some other assumptions about the interrelationship between an agent’s probability assignments at different states. A rather natural assumption to make on the choice of probability space is that it is the same in all worlds the agent considers possible. In the context of distributed systems, this would mean that an agent’s probability space is determined by his local state. We call this property SDP (*state-determined probability*). Formally, we have:

\(^5\)Mark Tuttle and Yoram Moses first pointed out to us that in distributed systems applications, an appropriate choice is often an objective probability with the probability space consisting of all the points with the same global state. This approach was first taken in [HMT88]. See [FZ88, HT93] for further discussion on the appropriate choice of probability assignment in distributed systems.
SDP. For all \(i, s, \text{ and } t\), if \(t \in \mathcal{K}_i(s)\), then \(\mathcal{P}_{i,s} = \mathcal{P}_{i,t}\).

Of the three Kripke structures we considered above, only \(M_0\) satisfies SDP. As the discussion in [HT93] shows, SDP is most natural in situations where no nondeterministic (or, perhaps better, nonprobabilistic) choices are made by “nature”. (In our example, the choice of the agent’s input bit is nonprobabilistic; the outcome of the coin toss is probabilistic.) SDP is an assumption that has often been made. Indeed, it is implicitly assumed in much of the economists’ work (e.g., [Aum76, Cav83]). In these papers, it is assumed that each agent initially defines a probability space over the sample space of all worlds. Thus, for each agent \(i\) we have a probability space \(\mathcal{P}_i = (S, \mathcal{X}_i, \mu_i)\), where \(S\) is the set of all worlds.\(^6\) Agent \(i\)’s probability of an event \(e\) at a state \(s\) is taken to be the conditional probability of \(e\) given agent \(i\)’s set of possible worlds. This means that \(\mathcal{P}_{i,s} = (\mathcal{K}_i(s), \mathcal{X}_{i,s}, \mu_{i,s})\), where \(\mathcal{X}_{i,s} = \{A \cap \mathcal{K}_i(s) \mid A \in \mathcal{X}_i\}\); and \(\mu_{i,s}(A \cap \mathcal{K}_i(s)) = \mu_i(A)/\mu_i(\mathcal{K}_i(s))\).\(^7\) Note that the resulting Kripke structure has the SDP property.

While \(M_1\) and \(M_2\) in our example above do not satisfy SDP, they do satisfy a weaker property which we call uniformity. Roughly speaking, uniformity holds if we can partition \(\mathcal{K}_i(s)\) into subsets such that at every point in a given subset \(T\), the probability space is the same. Formally, we say uniformity holds if:

**UNIF.** For all \(i, s, \text{ and } t\), if \(\mathcal{P}_{i,s} = (S_{i,s}, \mathcal{X}_{i,s}, \mu_{i,s})\) and \(t \in S_{i,s}\), then \(\mathcal{P}_{i,t} = \mathcal{P}_{i,s}\).

Notice that UNIF does not require that \(S_{i,s} \subseteq \mathcal{K}_i(s)\); thus, in order to be able to partition \(\mathcal{K}_i(s)\) into subsets such that at every point in a given subset \(T\), the probability space is the same, we require both UNIF and CONS. Uniformity arises in a natural way when considering appropriate probability assignments in distributed systems. Each subset of \(S_{i,s}\) turns out to correspond to the result of “nature” making a particular nonprobabilistic choice, just as is the case in the structure \(M_1\) in our example (see [HT93] for details). Uniformity also has some interesting connections with a well-studied principle regarding higher-order probabilities called *Miller’s principle* [Mil66, Sky80]; we comment on this in a little more detail below. Note that CONS and SDP together imply UNIF, and that all the structures in our example above satisfy UNIF.

There is one last property of interest to us, which seems to have been assumed in all previous papers involving reasoning about probability, and that is that all formulas define measurable sets. As shown in [FHM90] (and as we shall see again below), reasoning about probability is simplified if we assume that all formulas define measurable sets. More precisely, we say that formulas define measurable sets in \(M\) if

**MEAS.** For all \(i\) and \(s\) and for every formula \(\varphi\), the set \(S_{i,s}(\varphi) \in \mathcal{X}_{i,s}\).

\(^6\)Aumann actually assumes that there is an objective probability on the whole space, so that \(\mathcal{P}_i = \mathcal{P}_j\) for all agents \(i\) and \(j\). This corresponds to the agents having a common prior distribution.

\(^7\)This approach runs into slight technical difficulties if \(\mathcal{K}_i(s)\) is not measurable, or has measure 0. However, it is always assumed that this is not the case.
(Recall that $S_{i,s}(\varphi) = \{s' \in S_{i,s} \mid (M, s') \models \varphi\}$.)

Clearly if primitive propositions define measurable sets, then all propositional formulas define measurable sets. However, there is no particular reason to expect that a probability formula such as $w_i(p) + w_i(q) \geq 1/2$ will define a measurable set (in fact, it is easy to show that in general it will not). Let PMEAS be the property which says that all primitive propositions define measurable sets. (Note that PMEAS does not hold in $M_0$, but does hold in $M_1$ and $M_2$.) The following lemma describes sufficient conditions for MEAS to hold.

**Lemma 3.1:** If $M$ is a structure satisfying CONS, OBJ, UNIF, and PMEAS, then $M$ satisfies MEAS.

**Proof:** A straightforward induction on the structure of formulas $\varphi$ shows that $S_{i,s}(\varphi)$ is measurable for all formulas $\varphi$. The assumptions CONS and OBJ together imply that for all agents $i$ and $j$, we have $S_{i,s} \subseteq K_j(s)$, so it is easy to see that $S_{i,s}(K_j \varphi)$ is either $S_{i,s}$ or $\emptyset$. In either case it is measurable. Similarly, we can show that OBJ and UNIF together imply that for any probability formula $\varphi$, we have that $S_{i,s}(\varphi)$ is either $S_{i,s}$ or $\emptyset$. \endproof

It seems that OBJ, UNIF, and PMEAS are often reasonable assumptions in distributed systems applications, so this lemma is of more than just pure technical interest.

We close this section by briefly considering one more property of probabilities that has appeared in the literature. *Miller’s principle* is an axiom that connects higher-order probabilities (that is, probabilities on probabilities) with probabilities on formulas [Mil66, Sky80]. It says:

$$w_i(\varphi) \geq bw_i(w_i(\varphi) \geq b).$$

It is easy to see that, in general, this axiom does not hold in structures for knowledge and probability. However, it is not hard to show that our condition UNIF implies this axiom. In systems satisfying UNIF, we have either (a) $(w_i(\varphi) \geq b)$ is false at state $s$, in which case UNIF implies that $w_i(w_i(\varphi) \geq b) = 0$ at state $s$, or (b) $(w_i(\varphi) \geq b)$ is true at state $s$, in which case UNIF implies that $w_i(w_i(\varphi) \geq b) = 1$ at state $s$. In either case, it is easy to see that Miller’s principle holds. It turns out that there is a precise sense in which Miller’s principle completely characterizes uniform structures; see [Hal91] for details.

## 4 Complete axiomatizations and decision procedures

We now describe a natural complete axiomatization for the logic of probability and knowledge. The axiom system can be modularized into four components. The first component allows us to do propositional reasoning, the second allows us to reason about knowledge, the third allows us to reason about inequalities (so it contains axioms that
allow us to deduce, for example, that \(2x \geq 2y\) follows from \(x \geq y\), while the fourth is the only one that has axioms and inference rules for reasoning about probability.

I. Axiom and rule for propositional reasoning
Axiom K1 and rule R1 from Section 2

II. Axioms and rule for reasoning about knowledge
Axioms K2-K5 and rule R2 from Section 2

For reasoning about inequalities, we need a system that allows us to prove all valid formulas about linear inequalities; one particular system that will do the trick is given in [FHM90]. We repeat it here.

III. Axioms for reasoning about linear inequalities

I1. \((a_1 w_i(\varphi_1) + \cdots + a_k w_i(\varphi_k) \geq b) \iff (a_1 w_i(\varphi_1) + \cdots + a_k w_i(\varphi_k) + 0w_i(\varphi_{k+1}) \geq b)\) (adding and deleting 0 terms)

I2. \((a_1 w_i(\varphi_1) + \cdots + a_k w_i(\varphi_k) \geq b) \implies (a_{j_1} w_i(\varphi_{j_1}) + \cdots + a_{j_k} w_i(\varphi_{j_k}) \geq b)\), if \(j_1, \ldots, j_k\) is a permutation of \(1, \ldots, k\) (permutation)

I3. \((a_1 w_i(\varphi_1) + \cdots + a_k w_i(\varphi_k) \geq b) \land (a'_1 w_i(\varphi_1) + \cdots + a'_{j_k} w_i(\varphi_{j_k}) \geq b') \implies (a_1 + a'_1 w_i(\varphi_1) + \cdots + (a_k + a'_{j_k}) w_i(\varphi_k) \geq (b + b')\) (addition of coefficients)

I4. \((a_1 w_i(\varphi_1) + \cdots + a_k w_i(\varphi_k) \geq b) \iff (da_1 w_i(\varphi_1) + \cdots + da_k w_i(\varphi_k) \geq db)\) if \(d > 0\) (multiplication of nonzero coefficients)

I5. \((t \geq b) \lor (t \leq b)\) if \(t\) is a term (dichotomy)

I6. \((t \geq b) \implies (t > c)\) if \(t\) is a term and \(b > c\) (monotonicity)

Finally, we need axioms for reasoning about probability. The axioms we take are also given in [FHM90]; they are simply a translation of the standard axioms for probability in finite domains to our language.

IV. Axioms for reasoning about probabilities

W1. \(w_i(\varphi) \geq 0\) (nonnegativity)

W2. \(w_i(\text{true}) = 1\) (the probability of the event \text{true} is 1)

W3. \(w_i(\varphi \land \psi) + w_i(\varphi \land \neg \psi) = w_i(\varphi)\) (additivity)

W4. \(w_i(\varphi) = w_i(\psi)\) if \(\varphi \iff \psi\) is a propositional tautology (distributivity)

W5. \(w_i(\text{false}) = 0\) (the probability of the event \text{false} is 0)

\(^8\)Axiom W5 is actually redundant. It is included, since it will be needed later when we replace axiom W3 by another axiom in the nonmeasurable case.
Axiom W3 corresponds to finite additivity. Although we allow infinite domains, as noted in [FHM90] we do not need an axiom that corresponds to countable additivity. Indeed, we could not even express such an axiom in our language. Roughly speaking, we can get away with finite additivity because we can show that if a formula is satisfiable at all, it is satisfiable in a finite domain.

Things get more complicated if we drop the measurability assumption. It is easy to check that in this case, W3 is no longer sound. As shown in [FHM90], there is another axiom that we can replace W3 by to get a complete axiomatization. This axiom is also the key axiom that characterizes belief functions in the Dempster-Shafer approach to reasoning about uncertainty.

W6.\[ w_i(\varphi_1 \lor \ldots \lor \varphi_k) \geq \sum_{I \subseteq \{1, \ldots, k\}, I \neq \emptyset} (-1)^{|I|+1} w_i(\bigwedge_{i \in I} \varphi_i). \]

Although this axiom may appear somewhat mysterious, note that if we replace \( \geq \) by \( = \), then in the measurable case, this becomes an instance of the well-known inclusion-exclusion rule for probabilities [Fel57].

It turns out that if we replace W3 by W6, we get a complete axiomatization for i-probability formulas in the nonmeasurable case. (See [FHM90] for more details, as well as proofs of soundness and completeness.)

Let AX\(_{MEAS}\) consist of K1–K5, I1–I6, W1–W5, and R1–R2. Let AX be the result of replacing W3 in AX\(_{MEAS}\) by W6. The following theorem says that these axiomatizations are sound and complete.\(^9\)

**Theorem 4.1:** AX (resp. AX\(_{MEAS}\)) is a sound and complete axiomatization for the logic of knowledge and probability (resp. for structures satisfying MEAS).

**Proof:** Soundness is straightforward, as usual, so we focus on completeness. We sketch the proof for the measurable case; the nonmeasurable case follows the same lines.

In order to prove completeness, we need only show that if the formula \( \varphi \) is consistent with AX\(_{MEAS}\), then \( \varphi \) is satisfiable in a Kripke structure for knowledge and probability satisfying MEAS. Let Sub(\( \varphi \)) be the set of all subformulas of \( \varphi \), and let Sub\(^+(\varphi)\) be the set of subformulas of \( \varphi \) and their negations.

Let \( s \) be a finite set of formulas, and let \( \varphi_s \) be the conjunction of the formulas in \( s \). We say that \( s \) is consistent if it is not the case that AX\(_{MEAS}\) \( \vdash \neg \varphi_s \), where as usual, we write AX\(_{MEAS}\) \( \vdash \psi \) if the formula \( \psi \) is provable in the axiom system AX\(_{MEAS}\). The set \( s \) is a maximal consistent subset of Sub\(^+(\varphi)\) if it is consistent, a subset of Sub\(^+(\varphi)\), and for every subformula \( \psi \) of \( \varphi \), includes one of \( \psi \) and \( \neg \psi \). (Note that it cannot include both, for then it would not be consistent.) Following Makinson [Mak66] (see also [HM92]), we first construct a Kripke structure for knowledge (but not probability) \((S, \pi, K_1, \ldots, K_n)\) as follows: we take \( S \), the set of states, to consist of all maximal consistent subsets

\(^9\)The proofs of the technical results in this section presume familiarity with the results of [FHM90] and with standard proofs of completeness and complexity for modal logics (cf. [Lad77, HM92]).
of $\text{Sub}^+(\varphi)$. If $s$ and $t$ are states, then $(s, t) \in \mathcal{K}_i$ precisely if $s$ and $t$ contain the same formulas of the form $K_i \psi$. We define $\pi$ so that for a primitive proposition $p$, we have $\pi(s)(p) = \text{true}$ iff $p$ is one of the formulas in the set $s$. Our goal is to define a probability assignment $P$ such that if we consider the Kripke structure for knowledge and probability $M = (S, \pi, \mathcal{K}_1, \ldots, \mathcal{K}_n, P)$, then for every state $s \in S$ and every formula $\psi \in \text{Sub}^+(\varphi)$, we have $(M, s) \models \psi$ iff $\psi \in s$.

We now sketch the techniques from [FHM90] required to do this. It is easy to see that the formulas $\varphi_s$ are provably mutually exclusive for $s \in S$; that is, $AX_{MEAS} \vdash \varphi_s \Rightarrow \neg \varphi_t$ for $s \neq t$. Indeed, the proof uses only propositional reasoning, namely K1 and R1. Moreover, again using only propositional reasoning, we can show that $AX_{MEAS} \vdash \psi \Leftrightarrow \bigvee_{s \in S} \varphi_s$, for all $\psi \in \text{Sub}^+(\varphi)$. Using these observations, we can show, using W1–W5, that $\mu_i(\psi) = \sum_{s \in S} \mu_i(\varphi_s)$ is provable in $AX_{MEAS}$ (cf. [FHM90, Lemma 2.3]).

Using this fact together with I1 and B, we can show that an $i$-probability formula $\psi \in \text{Sub}^+(\varphi)$ is provably equivalent to a formula of the form $\sum_{s \in S} c_s \mu_i(\varphi_s) \geq b$, for some appropriate coefficients $c_s$.

Fix an agent $i$ and a state $s \in S$. We now describe a set of linear equalities and inequalities corresponding to $i$ and $s$, over variables of the form $x_{iss'}$, for $s' \in S$. We can think of $x_{iss'}$ as representing $\mu_{i,s}(s')$, i.e., the probability of state $s'$ under agent $i$’s probability distribution at state $s$. We have one inequality corresponding to every $i$-probability formula $\psi$ in $\text{Sub}^+(\varphi)$. Assume that $\psi$ is equivalent to $\sum_{s' \in S} c_{s'} \mu_i(\varphi_{s'}) \geq b$.

Observe that exactly one of $\psi$ and $\neg \psi$ is in $s$. If $\psi \in s$, then the corresponding inequality is

$$\sum_{s' \in S} c_{s'} x_{iss'} \geq b.$$ 

If $\neg \psi \in s$, then the corresponding inequality is

$$\sum_{s' \in S} c_{s'} x_{iss'} < b.$$ 

Finally, we have the equality

$$\sum_{s' \in S} x_{iss'} = 1.$$ 

As shown in [FHM90, Theorem 2.2], since $\varphi_s$ is consistent, this set of linear equalities and inequalities has a solution $x_{iss'}^*$, $s' \in S$.

For each $i$ and $s$, we solve the corresponding set of inequalities separately. We now define $P$ so that $P_{i,s} = (S, 2^s, \mu_{i,s})$, where if $A \subseteq S$, then $\mu_{i,s}(A) = \sum_{s' \in A} x_{iss'}^*$. Since $\sum_{s' \in S} x_{iss'}^* = 1$, it is easy to see that $\mu_{i,s}$ is indeed a probability measure. Note that, in the probability space $P_{i,s}$, every set is measurable. This probability assignment does not necessarily satisfy CONS; it may well be the case that there are sets disjoint from $\mathcal{K}_i(s)$ that are assigned positive measure under $\mu_{i,s}$.

\footnote{Note that this proof makes crucial use of W3; this formula is not provable using the axiom system AX.}
As we said above, we now want to show that for every formula $\psi \in Sub^+(\varphi)$ and every state in $s$, we have $(M, s) \models \psi$ iff $\psi \in s$. The proof proceeds by induction on $\psi$. If $\psi$ is a primitive proposition, the result is immediate from the definition of $\pi$. The cases where $\psi$ is a negation or a conjunction are straightforward and left to the reader. The case where $\psi$ is an $i$-probability formula follows immediately from the arguments above, since the appropriate inequality corresponding to $\psi$ is satisfied by $\mu_{i_s}$. Finally, if $\psi$ is of the form $K_i \psi'$, the proof proceeds using well-known arguments from modal logic (cf. [HC68, HM92]). We sketch a few of the details here. If $K_i \psi' \in s$ then, by construction of $\mathcal{K}_i$, for all $t \in \mathcal{K}_i(s)$, we have $K_i \psi' \in t$. Since $t$ is a maximal consistent subset of $Sub^+(\varphi)$, it must be the case that one of $\psi'$ or $\neg \psi'$ is in $t$. From Axiom K3, it follows that it must in fact be $\psi'$. By the induction hypothesis, we have that $(M, t) \models \psi'$. Since this argument holds for all $t \in \mathcal{K}_i(s)$, we have that $(M, s) \models K_i \psi'$.

Now suppose that $(M, s) \models K_i \psi'$. We want to show that $K_i \psi' \in s$. Let $s^i$ be the subset of $s$ consisting of all formulas in $s$ of the form $K_i \psi''$ or $\neg K_i \psi''$. Notice that, in particular, $s^i$ includes one of $K_i \psi'$ or $\neg K_i \psi'$; we plan to show that in fact it must include $K_i \psi'$. We claim that

$$AX_{MEAS} \vdash \varphi_{s^i} \Rightarrow \psi'.$$

For suppose not. Then $\varphi_{s^i} \land \neg \psi'$ is consistent. Thus, there is a maximal consistent subset of $Sub^+(\varphi)$, say $t$, that includes $s^i \cup \{\neg \psi'\}$. But then, by construction of $\mathcal{K}_i$, we have $(s, t) \in \mathcal{K}_i$, and by the induction hypothesis, $(M, t) \models \neg \psi'$. But this contradicts our assumption that $(M, s) \models K_i \psi'$. Thus, (1) holds.

By R2, from (1), we have

$$AX_{MEAS} \vdash K_i(\varphi_{s^i} \Rightarrow \psi').$$

Using A2 and propositional reasoning, it follows that

$$AX_{MEAS} \vdash K_i \varphi_{s^i} \Rightarrow K_i \psi'.$$

(3)

Every conjunct of $\varphi_{s^i}$ is of the form $K_i \psi''$ or $\neg K_i \psi''$. Thus, if $\sigma$ is one of the conjuncts of $\varphi_{s^i}$, using either Axiom A4 or A5, it follows that

$$AX_{MEAS} \vdash \sigma \Rightarrow K_i \sigma.$$

(4)

It is well known (and can be proved using K1, K2, R1, and R2) that for any formulas $\sigma_1$ and $\sigma_2$, we have

$$AX_{MEAS} \vdash K_i(\sigma_1 \land \sigma_2) \Leftrightarrow K_i \sigma_1 \land K_i \sigma_2.$$ 

Thus, from (4), it follows that

$$AX_{MEAS} \vdash \varphi_{s^i} \Rightarrow K_i \varphi_{s^i}.$$

(5)

From (3) and (5) we now get

$$AX_{MEAS} \vdash \varphi_{s^i} \Rightarrow K_i \psi'.$$
Since \( \varphi_s \), and hence \( \varphi_s^i \), is consistent, it now follows that \( \neg K_i \psi \) cannot be one of the conjuncts of \( \varphi_s^i \), and hence that \( K_i \psi \in s \), as desired.

If \( \varphi \) is consistent, it must be in one of the maximal consistent subsets of \( \text{Sub}^+(\varphi) \). Thus, it follows that if \( \varphi \) is consistent, then it is satisfiable in the structure \( M \). This completes the proof in the measurable case.

Note that the proof shows the modularity of the axiom system. In order to deal with \( i \)-probability formulas, we just need the axioms for reasoning about probability and inequalities (together with propositional reasoning); the axioms for reasoning about knowledge play no role. Similarly, in order to deal with knowledge formulas, we just used the axioms for reasoning about knowledge.

This modularity is important when it comes to dealing with the nonmeasurable case. We must now replace the arguments above for constructing \( \mathcal{P} \) by analogous arguments from [FHM90, Theorem 3.8] for the nonmeasurable case. As these arguments show, it is not quite the case that we can construct a Kripke structure satisfying \( \varphi \) whose set of states is the set \( S \) above consisting of maximal consistent subsets of \( \text{Sub}^+(\varphi) \). Rather, we need to make copies of each of the maximal consistent sets. Thus, for each maximal consistent set \( s \), there will be states \( s_1, \ldots, s_n \) (as shown in [FHM90], we can take \( n \leq |\text{Sub}(\varphi)| \)). We can now define a probability assignment \( \mathcal{P} \) on this set; it will no longer be the case that in the probability space \( \mathcal{P}_{i,s} \), all sets are measurable. Modulo this change to \( \mathcal{P} \), we can construct a Kripke structure \( M \) for knowledge and probability such that for each state \( s_k \) corresponding to a maximal consistent set \( s \) and each formula \( \psi \in \text{Sub}^+(\varphi) \), we have \( (M, s_k) \models \psi \) iff \( \psi \in s \). The proof follows identical lines to that of the measurable case. The only change comes in dealing with \( i \)-probability formulas. Again, this is done by constructing a collection of linear inequalities and inequalities that \( \mu_{i,s} \) must satisfy, as in the proof of [FHM90, Theorem 3.7]. We omit further details here.

We can also capture some of the assumptions we made about systems axiomatically. In a precise sense (as we shall see), CONS corresponds to the axiom

\[ W7. \quad K_i \varphi \Rightarrow (w_i(\varphi) = 1) \]

This axiom essentially tells us that the set of states that agent \( i \) considers possible has measure 1 (according to agent \( i \)).

OBJ corresponds to the axiom

\[ W8. \quad (a_1 w_i(\varphi_1) + \cdots + a_k w_i(\varphi_k) \geq b) \Rightarrow (a_1 w_j(\varphi_1) + \cdots + a_k w_j(\varphi_k) \geq b) \]

Axiom W8 says that each \( i \)-probability formula implies the corresponding \( j \)-probability formula. This is clearly sound if we have an objective probability distribution.

UNIF corresponds to the axiom

\[ W9. \quad \varphi \Rightarrow (w_i(\varphi) = 1) \text{ if } \varphi \text{ is an } i \text{-probability formula or the negation of an } i \text{-probability formula.} \]
Since a given $i$-probability formula has the same truth value at all states where agent $i$'s probability assignments is the same, the soundness of W9 in structures satisfying UNIF is easy to verify.

SDP corresponds to the axiom

**W10.** $\varphi \Rightarrow K_i \varphi$ if $\varphi$ is an $i$-probability formula or the negation of an $i$-probability formula.

Since SDP says that agent $i$ knows the probability space (in that it is the same for all states in $\mathcal{K}_i(s)$), it is easy to see that SDP implies that in a given state, agent $i$ knows all $i$-probability formulas that are true in that state. Axioms W7 and W10 together imply W9, which is reasonable since CONS and SDP together imply UNIF.

The next theorem proves our claims about the correspondence between various properties and various axioms.

**Theorem 4.2:** Let $\mathcal{A}$ be a subset of $\{\text{CONS, OBJ, UNIF, SDP}\}$, and let $\mathcal{A}$ be the corresponding subset of $\{W7, W8, W9, W10\}$. Then $AX \cup A$ (resp. $AX_{\text{MEAS}} \cup A$) is a sound and complete axiomatization for the logic of knowledge and probability for structures satisfying $\mathcal{A}$ (resp. $\text{MEAS} \cup \mathcal{A}$).

**Proof:** Again, soundness is straightforward, so we focus on completeness. We obtain completeness in each case by a relatively straightforward modification of the proof of Theorem 4.1. We just sketch the details here.

First, consider the relationship between CONS and axiom W7. Assume that W7 is included as an axiom. In this case, it is easy to see that we can modify our construction in the proof of Theorem 4.1 so that we can take $\mathcal{P}_{i,s} = (S_{i,s}, X_{i,s}, \mu_{i,s})$ such that $S_{i,s} \subseteq \mathcal{K}_i(s)$. We sketch the details in the measurable case. Recall that in this case, in the proof of Theorem 4.1, we took $\mathcal{P}_{i,s} = (S, 2^S, \mu_{i,s})$, so that all sets were measurable, and $\mu_{i,s}$ was defined in terms of a solution to a set of linear equalities and inequalities. Now we claim that in the presence of W7, we can show that if $s \in S$ and $s' \notin \mathcal{K}_i(s)$, then $\varphi_s \Rightarrow (\mu_i(\varphi_{s'}) = 0)$ is provable. To see this, observe that $\varphi_s \Rightarrow K_i(\neg \varphi_{s'})$ is provable using K4 or K5. Thus, applying W7, we have that $\varphi_s \Rightarrow (\mu_i(\neg \varphi_{s'}) = 1)$ is provable. Finally, by using W2, W3, and W4, it is not hard to show that $\varphi_s \Rightarrow (\mu_i(\varphi_{s'}) = 0)$ is provable. As a consequence, we can augment the linear system of equalities and inequalities defining $\mu_{i,s}$ by adding $x_{i,s'} = 0$ for $s' \notin \mathcal{K}_i(s)$. The proof that shows the consistency of $\varphi_s$ implies that the original linear system was satisfiable can easily be extended to show that the augmented system must now be satisfiable in the presence of W7. Again, we can use the solution to this system to define $\mu_{i,s}$. Since $x_{i,s'} = 0$ for $s' \notin \mathcal{K}_i(s)$, we can take

---

While it is straightforward to extend Theorem 4.1 to the case where we have mixed formulas of the form $w_i(\varphi) + w_j(\psi) \geq b$ (with appropriate modifications to axioms 1, 2, 3, and 4), the situation seems much more complicated in the presence of the properties UNIF and SDP. It is due to these complexities that we do not allow such mixed formulas in our language.
\( S_{i,s} \subseteq K_i(s) \), so that CONS is satisfied. Note that if W7 is the only additional axiom, then we can take \( S_{i,s} \) to be \( K_i(s) \); as we shall see, some of the other axioms may force \( S_{i,s} \) to be a strict subset of \( K_i(s) \).

Now consider the relationship between OBJ and axiom W8. Assume that W8 is included as an axiom. It is easy to see that the subscripts in \( \hat{i} \)-probability formulas can then be ignored (that is, we can think of \( \omega_i(\varphi) \) as simply \( \omega(\varphi) \)). Thus, we can easily modify the construction of Theorem 4.1 so as to take \( P_{i,s} = P_{j,s} \). This guarantees that the Kripke structure for knowledge and probability that we construct satisfies OBJ.

Next, consider the relationship between UNIF and axiom W9. Assume that W9 is included as an axiom. Let \( T_i(s) \) be the set of states that contain precisely the same \( \hat{i} \)-probability formulas and negations of \( \hat{i} \)-probability formulas as \( s \). Just as we showed that the presence of W7 allowed us to assume without loss of generality that \( S_{i,s} \) is a subset of \( K_i(s) \), we show that the presence of W9 allows us to assume that \( S_{i,s} \) is a subset of \( T_i(s) \). Again, we consider only the measurable case here. Suppose that \( s' \notin T_i(s) \). Then \( s \) and \( s' \) disagree on some \( \hat{i} \)-probability formula, say \( \psi \). Without loss of generality, \( \psi \in s \) and \( \psi \notin s' \). Thus, \( \varphi_s = \psi \) and \( \psi = \neg \varphi_s' \) are both provable. Since, by W9, \( \psi = (\mu_i(\psi) = 1) \) is provable, it easily follows using the axioms of probability and propositional reasoning that \( \varphi_s = (\mu_i(\varphi_s') = 0) \) is provable. Thus, we can augment the linear system of equalities and inequalities defining \( \mu_i,s \) by adding \( x_{iss'} = 0 \) for \( s' \notin T_i(s) \). Just as in our proof of the relationship between W7 and CONS, we can now show that we can take \( T_i(s) \) to be a subset of \( S_{i,s} \). Now note that for each \( t \in S_{i,s} \), we must have \( T_i(s) = T_i(t) \). Since, as the proof of Theorem 4.1 shows, the definition of \( \mu_i,t \) depends only on the \( \hat{i} \)-probability formulas and negations of \( \hat{i} \)-probability at state \( t \), it follows that we can take \( P_{i,s} = P_{i,t} \) for all \( t \in T_i(s) \). Thus, UNIF holds. We remark that if our only additional axiom is W9, then we can actually take \( S_{i,s} = T_i(s) \); however, if we have both W7 and W9, then by combining the arguments used in each case, we can show that we can take \( S_{i,s} \) to be \( K_i(s) \cap T_i(s) \).

Finally, consider the relationship between SDP and axiom W10. Assume that W10 is included as an axiom. We want to show that we can slightly modify the construction of Theorem 4.1 so that if \( t \in K_i(s) \), then \( t \in T_i(s) \). This is trivial to do: we just change the definition of the \( K_i \) relation so that \( t \in K_i(s) \) if it is the case both that \( t \in T_i(s) \) and that \( s \) and \( t \) contain all the same subformulas of the form \( K_i, \psi \). With this change, we can assume without loss of generality that if \( t \in K_i(s) \), then \( P_{i,s} = P_{i,t} \), since, as we have already noted, the definition of \( \mu_i,t \) depends only on the \( \hat{i} \)-probability formulas and negations of \( \hat{i} \)-probability at state \( t \). Now for the structure \( M \) constructed in this way, we still want to show (in the measurable case) that \( (M,s) \models \psi \) if \( \psi \in S \). The proof is almost identical to that given for Theorem 4.1. There is only one case where we must be a little careful: when proving that if \( (M,s) \models K_i, \psi' \), then \( K_i, \psi' \in s \). Rather than taking \( s' \) to be the subset of \( s \) consisting of all formulas in \( s \) of the form \( K_i, \psi'' \) or \( \neg K_i, \psi'' \), we now extend it to consist of all these formulas together with all \( \hat{i} \)-probability formulas or negations of \( \hat{i} \)-probability formulas in \( s \). With this change, the proof now proceeds as before. It is still the case that for every formula \( \sigma \in s' \), we have that \( \sigma \Rightarrow K_i, \sigma \)
provable; for formulas of the form \( K_i \psi'' \) we use K4, for formulas of the form \( -K_i \psi'' \) we use K5, and if \( \sigma \) is an \( i \)-probability formula or the negation of an \( i \)-probability formula, we use W10.

Let \( A \) be a subset of \{CONS,OBJ,UNIF,SDP\}, and let \( A \) be the corresponding subset of \{W7,W8,W9,W10\}. If \( A \) is included among the axioms, then our discussion shows that given a consistent formula \( \varphi \), we can modify our original construction of a Kripke structure for knowledge and probability satisfying \( \varphi \) to get a Kripke structure that not only satisfies \( \varphi \), but also the conditions in \( A \). This proves completeness.

As is often the case in modal logics, the ideas in our completeness proof can be extended to get a small model property and a decision procedure. In order to state our results here, we need a few definitions. Recall that \( \text{Sub}(\varphi) \) is the set of all subformulas of \( \varphi \). It is easy to see that an upper bound on the size \( |\text{Sub}(\varphi)| \) of \( \text{Sub}(\varphi) \) is the number of symbols in \( \varphi \), where we treat a rational number as a single symbol. We also define the size of a Kripke structure \((S, \pi, \mathcal{K}_1, \ldots, \mathcal{K}_n, \mathcal{P})\) to be the number of states in \( S \). (Note that the size of a Kripke structure may be infinite.)

**Theorem 4.3:** Let \( A \) be a subset of \{MEAS, CONS, OBJ, UNIF, SDP\}. The formula \( \varphi \) is satisfiable in a Kripke structure satisfying \( A \) iff it is satisfiable in a Kripke structure satisfying \( A \) of size at most \(|\text{Sub}(\varphi)|2^{|\text{Sub}(\varphi)|}\) (or just \(2^{|\text{Sub}(\varphi)|}\) if \( \text{MEAS} \in A \)).

**Proof:** We need only show that the Kripke structure for knowledge and probability constructed in the proof of Theorem 4.2 is no bigger than the size given in the statement of this theorem. If \( \text{MEAS} \in A \), then the set of states is simply the set of maximal consistent subsets of \( \text{Sub}^+(\varphi) \). Now a subformula of \( \varphi \) and its negation cannot both be in a maximal consistent subset, so the cardinality of a maximal consistent subset is at most equal to \(|\text{Sub}(\varphi)|\). Hence, the number of states in the Kripke structure for knowledge and probability constructed in the proof of Theorem 4.2 is at most \(2^{|\text{Sub}(\varphi)|}\).

If \( \text{MEAS} \notin A \) then, as we mentioned in the proof of Theorem 4.1, then we cannot take the states of the Kripke structure satisfying \( \varphi \) to be the maximal consistent sets of \( \text{Sub}^+(\varphi) \). Rather, we must make copies of the sets. As shown in \[FHM90\], we need to make at most \(|\text{Sub}(\varphi)|\) copies of each state, so the size of the resulting structure is at most \(|\text{Sub}(\varphi)|2^{|\text{Sub}(\varphi)|}\).

It can be shown that this result is essentially optimal, in that there is a sequence of formulas \( \varphi_1, \varphi_2, \ldots \) and a constant \( c > 0 \) such that (1) \(|\text{Sub}(\varphi_k)| \leq ck \), (2) \( \varphi_k \) is satisfiable, and (3) \( \varphi_k \) is satisfiable only in a structure of size at least \(2^k\).\(^{12}\) Indeed, this exponential lower bound holds even when there is only one agent. However, if we assume that CONS and either UNIF or SDP hold, then we can get polynomial-sized models in the case of one agent.

\(^{12}\)The idea is that \( \varphi_k \) forces a structure to contain a binary tree of depth \( k \). In fact, the result follows from the corresponding result for the modal logic K (cf. [Lad77, HM92]). Without any assumptions on the probability assignment, \( w_i(\varphi) = 1 \) acts like the \( \square \) operator. We omit details here.
Theorem 4.4: If the formula $\varphi$ talks about the knowledge and probabilities of only one agent and $A$ is a subset of \{MEAS, CONS, OBJ, UNIF, SDP\} containing CONS and either UNIF or SDP, then $\varphi$ is satisfiable in a structure satisfying $A$ iff $\varphi$ is satisfiable in a structure of size polynomial in $|\text{Sub}(\varphi)|$ satisfying $A$.

Proof: Let $M = (S, \pi, K_1, P)$ be a structure satisfying $A$ where $\varphi$ is satisfiable. For each $s \in S$, let $P_{1,s} = (S_{1,s}, X_{1,s}, \mu_{1,s})$. Since CONS is in $A$, we know that $S_{1,s} \subseteq K_1(s)$ for each $s \in S$. Without loss of generality, we can assume that $K_1$ is a single equivalence class, that is, that $K_1 = S \times S$. (Proof: Suppose that $(M, s) \models \varphi$. Let $M' = (S', \pi', K_1', P')$, where $S'$ is the equivalence class of $K_1$ that includes $s$, and let $\pi'$, $K_1'$, and $P'$ be the restrictions of $\pi$, $K_1$, and $P$, respectively, to $S'$. It is easy to see that $(M', s) \models \varphi$, and $K_1'$ is a single equivalence class by construction.) Since CONS and SDP together imply UNIF, and since $A$ contains CONS and either UNIF or SDP, it follows that $M$ satisfies UNIF. Observe that it follows that no two distinct probability spaces $P_{1,s}$ have overlapping sample spaces; that is, if $P_{1,s} = (S_{1,s}, X_{1,s}, \mu_{1,s})$ and $P_{1,t} = (S_{1,t}, X_{1,t}, \mu_{1,t})$, and if $P_{1,s} \neq P_{1,t}$, then $S_{1,s} \cap S_{1,t} = \emptyset$. This is because if $u \in S_{1,s} \cap S_{1,t}$, then by UNIF we have $P_{1,u} = P_{1,s}$ and $P_{1,u} = P_{1,t}$, so $P_{1,s} = P_{1,t}$.

We now describe a small probability space $P_{1,s}'$ (one whose sample space has cardinality at most $|\text{Sub}(\varphi)|^2$) that we shall later “replace” $P_{1,s}$ with. For each state $s$, let $\Sigma_s$ be the set of formulas $\sigma \in \text{Sub}^+(\varphi)$ such that $(M, s) \models \sigma$. By techniques of [FHM90] (see Theorem 2.4 for the measurable case, and Theorem 3.4 for the general case), for each state $s$, there is a probability space $P_{1,s} = (S_{1,s}', X_{1,s}', \mu_{1,s}')$ where

1. $S_{1,s}' \subseteq S_{1,s}$,
2. the cardinality of $S_{1,s}'$ is at most $|\text{Sub}(\varphi)|^2$ (in the measurable case, $|S_{1,s}'| \leq |\text{Sub}(\varphi)|$)
3. if we interpret $w_1(\psi)$ to mean the inner measure of the set of states $s$ where $\psi \in \Sigma_s$, for each $\psi \in \text{Sub}^+(\varphi)$, then each of the $i$-probability formulas and negations of $i$-probability formulas of $\Sigma_s$ is satisfied, and
4. if MEAS is in $A$, then every subset of $S_{1,s}'$ is measurable (that is, a member of $X_{1,s}'$).

Let $s_0 \in S$ be a state such that $(M, s_0) \models \varphi$. For each formula $\sigma \in \Sigma_{s_0}$ of the form $\neg K_1 \psi$, we select some state $t_\sigma$ such that $(M, t_\sigma) \models \neg \psi$ (there is such a state $t_\sigma$, since $(M, s_0) \models \neg K_1 \psi$). Let $T$ consist of $s_0$, along with each of these states $t_\sigma$. Note that the cardinality of $T$ is at most $1 + |\text{Sub}(\varphi)|$. Define $M' = (S', \pi', K_1', P')$ by letting $S'$ be the union of the sample spaces of $P_{1,s}'$ for each $s \in T$, by letting $\pi'$ be $\pi$ restricted to $S'$, by letting $K_1' = S' \times S'$, and by let $P'(1, s) = P_{1,s}'$. It is straightforward to show that $(M', s_0) \models \varphi$, that $M'$ satisfies $A$, and that $M'$ is of size polynomial in $|\text{Sub}(\varphi)|$. ■

We now consider the complexity of decision procedures for the validity problem. The difficulty of deciding whether $\varphi$ is valid will be a function of the length of $\varphi$, written $|\varphi|$. In computing this length, we also include the length of the coefficients in probability.
terms. (Since all coefficients are rational, the length of the coefficient is just the sum of
the lengths of the numerator and denominator, written in binary.)

**Theorem 4.5:** Let \( \mathcal{A} \) be a subset of \{MEAS, CONS, OBJ, UNIF, SDP\}. If \( \text{CONS} \in \mathcal{A} \), but it is not the case that \( \text{UNIF} \) or \( \text{SDP} \) is in \( \mathcal{A} \), then the validity problem with respect to structures satisfying \( \mathcal{A} \) is complete for exponential time (i.e., there is an algorithm that
decides if a formula \( \varphi \) is valid in all structures satisfying \( \mathcal{A} \) that runs in time exponential
in \(|\varphi| \), and every exponential time problem can be reduced to the validity problem). If \( \text{CONS} \notin \mathcal{A} \) or \( \text{UNIF} \) or \( \text{SDP} \) is in \( \mathcal{A} \), then the validity problem with respect to structures
satisfying \( \mathcal{A} \) is complete for polynomial space.

**Proof:** The proof requires combining techniques for proving upper and lower bounds on
the complexity of the validity problem for logics of knowledge and logics of probability,
as discussed in [HM92] and [FHM90] respectively. We briefly sketch the main ideas here,
referring the reader to [HM92] and [FHM90] for further details.

The polynomial space lower bound follows from the polynomial space lower bound
for logics of knowledge alone [HM92]. For the exponential time lower bounds, let \( B_i \varphi \) be
an abbreviation of \( w_i(\varphi) = 1 \). We can view \( B_i \) as a modal operator, just like \( K_i \). If \( \text{UNIF} \)
or \( \text{SDP} \) is in \( \mathcal{A} \), then it can be shown that \( B_i \) satisfies the axioms of the modal system
KD45, but without these assumptions, \( B_i \) is unconstrained (in particular, it satisfies
only the axioms of the modal system \( K \)). If \( \text{CONS} \) is in \( \mathcal{A} \), then everything “reachable
probabilistically” is also considered possible. More formally, suppose we have a sequence
of states \( s_0, s_1, \ldots, s_k \) such that \( s_k \) is reachable probabilistically from \( s_0 \), as far as agent \( 1 \)
is concerned; that is \( s_{j+1} \in S_{1, s_j} \) and \( \mu_{1, s_j}(\{s_{j+1}\}) > 0 \), for \( 0 \leq j \leq k - 1 \). Then \( \text{CONS} \)
implies that \( (s_0, s_k) \in \mathcal{K}_1 \). As a consequence, it is not hard to show that \( B_1 \) and \( K_1 \)
can be used to essentially simulate the \([a]\) and \([a^*]\) operators in Propositional Dynamic Logic
(PDL). Since the validity problem for PDL is exponential-time complete [FL79], we get
the exponential time lower bound if \( \text{CONS} \) is in \( \mathcal{A} \), but neither \( \text{UNIF} \) nor \( \text{SDP} \) is. Note
that the lower bound holds even with only one agent.

In the cases where we claim a polynomial space upper bound, this is shown by proving
that if a formula \( \varphi \) is satisfiable at all, it is satisfiable in a structure that looks like a tree,
with polynomial branching and depth no greater than the depth of nesting of \( K_i \) and \( w_i \)
operators in \( \varphi \). The result now follows along similar lines to corresponding results for
logics of knowledge.

Finally, the exponential time upper bound follows by showing that if a formula is
satisfiable at all, it is satisfiable in an exponential size model, that can be constructed in
deterministic exponential time; the technique is similar to that used to show that logics
of knowledge with common knowledge are decidable in deterministic exponential time
[HM92], or that PDL is decidable in deterministic exponential time [Pra79].

Again, if we restrict attention to the case of one agent and structures satisfying \( \text{CONS} \)
and either \( \text{UNIF} \) or \( \text{SDP} \), then we can do better. In fact, the complexity of the validity
problem is no worse than that for propositional logic.
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**Theorem 4.6:** Let $A$ be a subset of $\{\text{MEAS, CONS, OBJ, UNIF, SDP}\}$ containing CONS and either UNIF or SDP. For the case of one agent, the validity problem with respect to structures satisfying $A$ is co-NP-complete.

**Proof:** We show that the satisfiability problem is NP-complete. It follows that the validity problem is co-NP-complete. The lower bound is immediate, since clearly the logic is at least as hard as propositional logic. For the upper bound, by Theorem 4.4, $\varphi$ is satisfiable in a structure satisfying $A$ iff $\varphi$ is satisfiable in a structure $M$ of size polynomial in $|\text{Sub}(\varphi)|$ satisfying $A$. It might seem that this suffices to complete the proof: we simply guess a polynomial-sized structure satisfying $\varphi$. However, there is one additional subtlety: in order to describe the polynomial-sized structure, we have to describe the probabilities of all of its subsets. *A priori*, this might take us far more than polynomial space.

By results of [FHM90], we can assume without loss of generality that $M$ has the property that for each state $s$ in $M$ and agent $i$, the probability assigned to every measurable subset of $S_{i,s}$ in the probability space $\mathcal{P}_{i,s}$ is a rational number $a/b$, such that the length of $a$ and $b$ is linear in $|\varphi|$. If MEAS is in $A$, we can assume even more, namely that every subset of $S_{i,s}$ is measurable. This means we can describe the probability space $\mathcal{P}_{i,s}$ by describing the probability of each point. If MEAS $\notin A$, then we cannot assume that every subset of $S_{i,s}$ is measurable. Instead, we describe the probability space $\mathcal{P}_{i,s}$ by describing the probabilities of the basis sets, i.e., the nonempty measurable sets none of whose proper nonempty subsets are a measurable set. Since every measurable set is the disjoint union of basis sets, this again completely describes $\mathcal{P}_{i,s}$. In either case, we get a polynomial-sized description of the structure $M$. Thus, in order to check if $\varphi$ is satisfiable, we just guess a structure $M$ with a polynomial-sized description that satisfies it. This gives us an NP procedure for checking satisfiability.

### 5 Adding common knowledge

For many of our applications, we need to reason not only about what an individual process knows, but about what everyone in a group knows, or what everyone in a group knows that everyone else in the group knows. *Common knowledge* can be viewed as the state of knowledge where everyone knows, everyone knows that everyone knows, everyone knows that everyone knows that everyone knows, etc.

It is easy to extend our language so that we can reason about common knowledge. We add modal operators $E_G$ (where $G$ is a subset of $\{1, \ldots, n\}$) and $C_G$, where $E_G \varphi$ and $C_G \varphi$ are read “everyone in the group $G$ knows $\varphi$” and “$\varphi$ is common knowledge among the group $G$”, respectively.

$$(M, s) \models E_G \varphi \text{ iff } (M, s) \models K_i \varphi \text{ for all } i \in G$$
\((M, s) \models C_G \varphi\) iff \((M, s) \models E_G^1 \varphi\) for all \(k \geq 1\), where \(E_G^1 \varphi\) is an abbreviation for \(E_G \varphi\), and \(E_G^{k+1} \varphi\) is an abbreviation for \(E_G E_G^k \varphi\).

It is well known (again, see [HM92]) that we can get a complete axiomatization for the language of knowledge and common knowledge by adding the following axioms and rule of inference to the axiom system described in Section 2:

\[\begin{align*}
\text{C1. } & E_G \varphi \leftrightarrow \bigwedge_{i \in G} K_i \varphi \\
\text{C2. } & (C_G \varphi \land C_G (\varphi \Rightarrow \psi)) \Rightarrow C_G \psi \\
\text{C3. } & C_G \varphi \leftrightarrow E_G (\varphi \land C_G \varphi) \\
\text{RC1. } & \text{From } \varphi \Rightarrow E_G \varphi \text{ infer } \varphi \Rightarrow C_G \varphi. 
\end{align*}\]

Axiom C3, called the fixed-point axiom, says that \(C_G \varphi\) can be viewed as a fixed point of the equation \(X \Leftrightarrow E_G (\varphi \land X)\). In fact, with a little work it can be shown to be the greatest fixed point of this equation, that is, it is implied by all other fixed points. For most of our applications, it is the fixed-point characterization of common knowledge that is essential to us (see [HM90] for a discussion of fixed points). The rule of inference RC1 is called the induction rule. The reason is that from the fact that \(\varphi \Rightarrow E_G \varphi\) is valid, we can easily show by induction on \(k\) that \(\varphi \Rightarrow E_G^k \varphi\) is valid for all \(k\). It follows that \(\varphi \Rightarrow C_G \varphi\) is valid. In fact, the same proof can be used to show that for any structure \(M\), if \(\varphi \Rightarrow E_G \varphi\) is valid in \(M\), then \(\varphi \Rightarrow C_G \varphi\) is valid in \(M\) (see [HM90] for further discussion of these points).

It is perhaps not surprising that if we augment AX_{MEAS} with the axioms for common knowledge, we get a complete axiomatization for the language of knowledge, common knowledge, and probability for structures satisfying MEAS. If we want to deal with nonmeasurable structures, we must use the axiom system AX rather than AX_{MEAS}. And again we get small model theorems and an exponential-time complete decision procedure (regardless of what additional assumptions among MEAS, OBJ, UNIF, and SDP we make). The proofs involve a combination of the techniques for dealing with common knowledge, and the techniques for probability introduced in [FHM90] and the previous section. We omit details here.

In [HM90] it was observed that common knowledge is often not attainable in practical distributed systems, but weaker variants of it are. One obvious variant to consider is a probabilistic variant (indeed, this was already mentioned as something to consider in [HM90]). Recall that we defined \(K_i^b \varphi\) to be an abbreviation for \(K_i (w_i(\varphi) \geq b)\). We now extend our syntax to allow modal operators of the form \(E_G^b\) and \(C_G^b\). We define

\((M, s) \models E_G^b \varphi \text{ iff } (M, s) \models K_i^b \varphi\) for all \(i \in G\).
By analogy to $C_G \varphi$, we want $C^b_G \varphi$ to be the greatest fixed point of the equation $X \Leftrightarrow E^b_G (\varphi \land X)$. The obvious analogue to the definition of $C_G \varphi$, namely, $E^b_G \varphi \land (E^b_G)^2 \varphi \land \ldots$ does not work. For example, consider a structure $M$ for knowledge and probability defined as follows. There are four states in $M$, say $s_1, s_2, s_3, s_4$. Agent 1 cannot distinguish $s_1$ from $s_2$ and cannot distinguish $s_3$ from $s_4$, while agent 2 cannot distinguish $s_1$ from $s_3$ and cannot distinguish $s_2$ from $s_4$. Thus, $\mathcal{K}_1$ is the reflexive symmetric closure of \{(s_1, s_2), (s_3, s_4)\} (i.e., $\mathcal{K}_1$ is the least relation containing $(s_1, s_2)$ and $(s_3, s_4)$ that is reflexive and symmetric) while $\mathcal{K}_2$ is the reflexive symmetric closure of \{(s_1, s_3), (s_2, s_4)\}. We take the primitive proposition $p$ to be true at $s_2$ and $s_3$, and false at $s_1$ and $s_4$ (so that $\pi(s_1)(p) = \text{false}$, etc.). The Kripke structure $M$ is sketched below in Figure 1 below (where reflexive loops between states are ignored).

![Figure 1: The Kripke structure $M$](image)

We assume that $M$ is an SDP structure (so that $S_i = \mathcal{K}_i (s)$). We take $\mathcal{P}_{1,s_1} = \mathcal{P}_{1,s_2}$ to be the probability space that assigns probability $1/2$ to both $s_1$ and $s_2$. Similarly, $\mathcal{P}_{2,s_1} = \mathcal{P}_{2,s_3}$ is a probability space where both $s_1$ and $s_3$ have probability $1/2$. On the other hand, we take $\mathcal{P}_{1,s_3} = \mathcal{P}_{1,s_4}$ and $\mathcal{P}_{2,s_2} = \mathcal{P}_{2,s_4}$ to be such that the probability of $s_4$ is 1. Take $G = \{1, 2\}$, and let $\psi$ be the infinite conjunction $E_G^{1/2} p \land E_G^{1/2} E_G^{1/2} p \land \ldots$. It is now easy to check that (a) $(M, s_1) \models \psi$, (b) $(M, s_2) \models \neg E_G^{1/2} p$, and (c) $(M, s_3) \models \neg E_G^{1/2} p$. Since $(M, s_1) \not\models p$, it follows that none of $s_1$, $s_2$, or $s_3$ satisfy $p \land E_G^{1/2} p$. Thus, $(M, s_1) \not\models E_G^{1/2} (p \land E_G^{1/2} p)$, so $(M, s_1) \not\models E_G^{1/2} (p \land \psi)$. In particular, this means that $\psi$ does not satisfy the fixed-point equation $X \Leftrightarrow E_G^{1/2} (p \land X)$.

However, a slight variation does work. Define $(F_G^b)^0 \varphi = \text{true}$ and $(F_G^b)^{k+1} \varphi = E_G^b (\varphi \land (F_G^b)^k \varphi)$. Then we take

$$(M, s) \models C_G^b \varphi \text{ iff } (M, s) \models (F_G^b)^k \varphi \text{ for all } k \geq 1.$$  

We remark that this actually is a generalization of the nonprobabilistic case. The reason is that if we define $F_G^b \varphi = \text{true}$ and $F_G^{k+1} \varphi = E_G (\varphi \land F_G^k \varphi)$, then we get $F_G^k \varphi \Leftrightarrow F_G^k \varphi$.
(since both \( E_G(\varphi \land \psi) \) \( \iff \) \( E_G^1(\varphi \land E_G\psi) \) and \( E_G^1\varphi \) \( \Rightarrow \) \( \varphi \) are valid). The analogous facts do not hold once we add probabilities, as we have already observed.\(^{13}\)

The following lemma shows that this definition indeed does have the right properties:

**Lemma 5.1:** \( C_G^b \varphi \) is the greatest fixed-point solution of the equation \( X \iff E_G^b(\varphi \land X) \).

**Proof:** We first show that \( C_G^b \varphi \) is a fixed-point solution of the equation, that is, that \( C_G^b \varphi \iff E_G^b(\varphi \land C_G^b \varphi) \) is valid. One implication is straightforward: if \( E_G^b(\varphi \land C_G^b \varphi) \) holds at \((M, s)\), then so does \( E_G^b(\varphi \land (F_G^b)^k \varphi) \) for each \( k \), since \( C_G^b \varphi \Rightarrow (F_G^b)^k \varphi \) is valid. That is, \((F_G^b)^{k+1} \varphi \) holds for each \( k \) at \((M, s)\), and so \( C_G^b \varphi \) holds at \((M, s)\). As for the other implication, assume that \( C_G^b \varphi \) holds at \((M, s)\). Hence, \((F_G^b)^{k+1} \varphi \), that is, \( E_G^b(\varphi \land (F_G^b)^k \varphi) \), holds at \((M, s)\) for each \( k \). For each agent \( i \), let \( A_{i,k} \) be the set of states in \( S_{i,s} \) where \( \varphi \land (F_G^b)^k \varphi \) holds, for \( k = 1, 2, \ldots \). Since \((M, s) \models E_G^b(\varphi \land (F_G^b)^k \varphi) \), it follows that \( \mu_{i,s}(A_{i,k}) \geq b \) for each agent \( i \) and for all \( k \). It is a standard result of probability theory that there exists \( B_{i,k} \subseteq A_{i,k} \) such that \( B_{i,k} \) is measurable and \( \mu_{i,s}(B_{i,k}) \geq b \) [Hal50, Nev64]. It is straightforward to verify, by induction on \( k \), that \((F_G^b)^{k+1} \varphi \Rightarrow (F_G^b)^k \varphi \) is valid. (Proof: the case \( k = 0 \) is easy, since \((F_G^b)^0 \varphi \equiv \text{true} \) by definition. For the inductive step, note that the validity of \((F_G^b)^{k+1} \varphi \Rightarrow (F_G^b)^k \varphi \) implies the validity of \( E_G^b(\varphi \land (F_G^b)^{k+1} \varphi) \Rightarrow E_G^b(\varphi \land (F_G^b)^k \varphi) \). But this last formula is precisely \((F_G^b)^{k+2} \varphi \Rightarrow (F_G^b)^{k+1} \varphi \). Thus we have \( A_{i_1} \supseteq A_{i_2} \supseteq A_{i_3} \supseteq \ldots \) Without loss of generality, we can assume also that \( B_{i_1} \supseteq B_{i_2} \supseteq B_{i_3} \supseteq \ldots \) (since we can always replace \( B_{i,k} \) by the union of \( B_{i',k} \) for \( k \geq k \)). The set \( B_{i,\infty} = \cap_{n=1}^{\infty} B_{i,k} \) is a measurable set; it is easy to see that it must have measure at least \( b \). By construction, \( \varphi \land C_G^b(\varphi) \) holds at \( B_{i,\infty} \). It thus follows that \( E_G^b(\varphi \land C_G^b(\varphi)) \) holds at \((M, s)\), as desired.

We now show that \( C_G^b \varphi \) is the greatest fixed point. Assume that \( \psi \) is a fixed point in a structure \( M \), that is, that \( M \models \psi \iff E_G^b(\varphi \land \psi) \). We want to show that \( M \models \psi \iff C_G^b \varphi \). We first show, by induction on \( k \), that \( M \models \psi \iff (F_G^b)^k \varphi \). Since \((F_G^b)^0 \varphi \equiv \text{true} \) by definition, the result is immediate in the case of \( k = 0 \). For the induction step, suppose \( M \models \psi \iff (F_G^b)^m \varphi \). It follows easily that \( M \models E_G^b(\varphi \land \psi) \iff E_G^b(\varphi \land (F_G^b)^m \varphi) \). Hence, since \( M \models \psi \iff E_G^b(\varphi \land \psi) \), we must also have \( M \models \psi \iff E_G^b(\varphi \land (F_G^b)^m \varphi) \). But \((F_G^b)^{m+1} \varphi \equiv (F_G^b)^m \varphi \). So \( M \models \psi \iff (F_G^b)^{m+1} \varphi \). This completes the inductive step. It now follows that if \( (M, s) \models \psi \), then \( (M, s) \models (F_G^b)^k \varphi \) for all \( k \), and hence that \( (M, s) \models C_G^b \varphi \). Thus, \( M \models \psi \iff C_G^b \varphi \). This proves that \( C_G^b \varphi \) is the greatest fixed point of the equation \( X \iff E_G^b(\varphi \land X) \). □

It is now easy to check that we have the following analogues to the axioms for \( E_G \) and \( C_G \).

\(^{13}\)It is interesting to note that the infinite conjunction \( E_G^b \varphi \land (F_G^b)^2 \varphi \land \ldots \) is a solution to a slightly different fixed-point equation, namely \( X \iff E_G^2(\varphi \land E_G^b X) \). This is the definition taken by [MS89]. Both definitions are generalizations of the nonprobabilistic case; since, as we observed above, \( E_G(\varphi \land X) \) is equivalent to \( E_G \varphi \land E_G X \), so \( C_G \varphi \) is also a solution to the fixed-point equation \( E_G \varphi \land E_G X \). The two definitions are quite similar. Which is the right one to use seems to depend on the application. Our definition seems to be somewhat more appropriate in analyzing probabilistic coordinated attack and Byzantine agreement protocols [HT93].
CP1. \( E^b_G \varphi \Leftrightarrow \land_{i \in G} K_i^b \varphi. \)

CP2. \( C^b_G \varphi \Leftrightarrow E^b_G (\varphi \land C^b_G \varphi) \)

RCP1. From \( \psi \Rightarrow E^b_G (\psi \land \varphi) \) infer \( \psi \Rightarrow C^b_G \varphi. \)

We remark that these axioms and rule of inference are sound in all structures for knowledge and probability. And again, we can actually show the following strengthening of RCP1: for any structure \( M, \) if \( \psi \Rightarrow E^b_G (\psi \land \varphi) \) is valid in \( M \) then \( \psi \Rightarrow C^b_G \varphi \) is valid in \( M. \)

It can be shown that these axioms and inference rule, together with the axioms and inference rules C1-C3 and RC1 for common knowledge discussed above and AX_{MEAS} (resp. AX) gives us a sound and complete axiomatization for this extended language in the measurable case (resp. in the general case). Moreover, we can prove a small model theorem, and show that the validity problem for all variants of the logic is complete for exponential time. These proofs are quite difficult; details will appear in a later paper.

6 Conclusions

We have investigated a logic of knowledge and probability that allows explicit reasoning about probability. We have been able to obtain complete axiomatizations and decision procedures for our logic. We have also identified some important properties that might hold of the interrelationship between agents’ probability assignments at different states.

It seems to us that the most important area for further research lies in understanding better what the appropriate choice of probability space is. Some discussion of this issue appears in [FZ88]; a more general treatment appears in [HT93]. Using the ideas in this paper together with Moses’ recent work on resource-bounded reasoning [Mos88], Moses, Tuttle, and the second author have made progress on capturing interactive proofs and zero knowledge [GMR89] in the framework of knowledge and probability discussed in this paper. These results appear in [HMT88]. The analysis in [HMT88] is done using the same style of probability assignment as in our examples in Section 3, that is, they take \( S_{i,(r,m)} \) to consist of all points with the same global state as \((r,m)\). This probability assignment satisfies OBJ and UNIF, but not necessarily SDP. While this is not the only choice of probability assignment that is reasonable in this context, there are good grounds for believing that no reasonable choice will satisfy SDP. If there are nonprobabilistic events in a system as well as probabilistic events, SDP seems inappropriate. As we said earlier, a general framework for deciding which choice of probability assignment is appropriate, presented in terms of adversaries, appears in [HT93].

As this discussion may suggest, although our understanding of the subtle interaction between knowledge and probability is increasing, more work needs to be done in this area. It would be especially useful to have a larger body of examples on which to test
our ideas. The economics and game theory literature may be a good source for such examples. We expect that further progress can be made by combining the intuitions from both computer science and game theory.
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