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Abstract

We present an interprocedural flow-insensitive points-to analysis based on type inference methods with an almost linear time cost complexity. To our knowledge, this is the asymptotically fastest non-trivial interprocedural points-to analysis algorithm yet described. The algorithm is based on a non-standard type system. The type inferred for any variable represents a set of locations and includes a type which in turn represents a set of locations possibly pointed to by the variable. The type inferred for a function variable represents a set of functions it may point to and includes a type signature for these functions. The results are equivalent to those of a flow-insensitive alias analysis (and control flow analysis) that assumes alias relations are reflexive and transitive.

This work makes three contributions. The first is a type system for describing a universally valid storage shape graph for a program in linear space. The second is a constraint system which often leads to better results than the “obvious” constraint system for the given type system. The third is an almost linear time algorithm for points-to analysis by solving a constraint system.

1 Introduction

Modern optimizing compilers and program understanding and browsing tools for pointer languages such as C [KR88] are dependent on semantic information obtained by either an alias analysis or a points-to analysis. Alias analyses compute pairs of expressions (or access paths) that may be aliased (e.g., [LR92, LRZ93]). Points-to analyses compute a store model using abstract locations (e.g., [CWZ90, EGH94, WL95, Ruf95]).

Most current compilers and programming tools use only intraprocedural analyses, as the polynomial time and space complexity of the common data-flow based analyses prevents the use of interprocedural analyses for large programs. Interprocedural analysis is becoming increasingly important, as it is necessary to support whole-program optimization and various program understanding tools. Previously published interprocedural analysis algorithms have not been reported to have been successfully applied to programs around 100,000 lines of C code (the published results are practically all for less than 10,000 lines of C code).

We present a flow-insensitive interprocedural points-to analysis algorithm that has a desirable linear space and almost linear time complexity and is also very fast in practice. The algorithm is easily applicable to programs with many hundreds of thousands of lines of code. The analysis results are often not as accurate as those obtained by flow-sensitive analyses. However, the results are roughly comparable to those of, e.g., the cubic time complexity flow insensitive analysis of [Wei80].

The algorithm, which is inspired by Henglein’s binding time analysis by type inference [Hen91], uses a non-standard type system to describe the storage usage at runtime by using types to construct a storage shape graph [CWZ90]. While we describe the principles behind the algorithm in terms of types and typing rules, we also provide a detailed description of the algorithm which can be used almost directly to implement the algorithm in a compiler.

In Section 2 we state the source language for which we describe the algorithm. The language captures the essential parts of a language like C. In Section 3 we define the non-standard set of types we use to model the storage usage, and in Section 4 we state a set of typing rules for programs. The typing rules impose constraints on the relationships of types of program variables. Finding a typing of the program that obeys these constraints amounts to performing a points-to analysis. In Section 5 we show how to efficiently infer the minimal typing that obeys the constraints. In Section 6 we report on practical experience with the algorithm in a C programming environment. In Section 7 we describe related work, and in Section 8 we present our conclusions and point out directions for future work.

2 The source language

We describe the points-to analysis for a small imperative pointer language which captures the important properties of languages like C [KR88]. The language includes pointers to locations, pointers to functions, dynamic allocation, and computing addresses of variables. Since the analysis is flow insensitive, the control structures of the language are irrelevant. The abstract syntax of the relevant statements of the language is shown in Figure 1.

The syntax for computing the addresses of variables and for pointer indirection is borrowed from the C programming language [KR88]. All variables are assumed to have unique names. The $\text{op}(\ldots) \rightarrow \{\ldots\}$ expression form is used to describe primitive computations such as arithmetic operations and computing offsets into aggregate objects. The $\text{allocate}(y)$ expression dynamically allocates a block of memory of size $y$.

Functions are constant values described by the $\text{fun}(\ldots) \rightarrow \{\ldots\}$ expression form\(^1\). The $\text{i}_j$ variables are formal parameters (some-
times called *in parameters*), and the \( t_i \) variables are return parameters (sometimes called *out parameters*). Function calls have call-by-value semantics \([ASU86]\). Both formal and return parameter variables may appear in left-hand-side position in statements in the function body. Formal and return parameter variables as well as local variables may not occur in the body of another function; this is always true for C programs, which are not allowed to contain nested function definitions.

Figure 2 shows an implementation of the factorial function (and a call of same) in the abstract syntax of the source language.

We assume that programs are as well-behaved as (mostly) portable C programs. The analysis tracks flow of pointer values, so the analysis algorithm may produce wrong results for programs that construct pointers from scratch (e.g., by bitwise duplication of pointers) and for non-portable programs (e.g., programs that rely on how a specific compiler allocates variables relative to each other). However, the analysis algorithm as presented below will deal with, e.g., exclusive-or operations on pointer values, where there is a real flow of values.

### 3 Types

For the purposes of performing the points-to analysis, we define a non-standard set of types describing the store. The types have nothing to do with the types normally used in typed imperative languages (e.g., `integer`, `float`, `pointer`, `struct`).

We use types to model how storage is used in a program at runtime (a storage model). Locations of variables and locations created by dynamic allocation are all described by types. Each type describes a set of locations as well as the possible runtime contents of those locations.

A type can be viewed as a node in a storage shape graph \([CWZ90]\). Each node may have edges to other nodes, which is modelled in the type system by letting types have type components. The storage shape graph may be cyclic for some programs, so the types may also be recursive.

The set of types inferred for the variables of a program represents a storage shape graph which is valid at all program points. The storage shape graph conservatively models all the points-to relations that may hold at runtime. Alias relations can also be extracted from the storage shape graph \([EGH94]\).

Our goal is a points-to analysis with an almost linear time cost complexity. The size of the storage shape graph represented by types must therefore be linear in the size of the input program. Consequently, the maximum number of graph nodes must be linear in the size of the input program. Additionally, each graph node may not have more than a fixed number of out-going edges, meaning that each type may only have a fixed number of component types.

We describe the locations pointed to by a pointer variable by a single type. For composite objects (such as `struct` objects in C), we also describe all the elements of the object by a single type.

Describing each element in a composite object by separate types would, for most imperative languages, imply that the size of the storage shape graph could potentially be exponential in the size of the input program (e.g., by extreme use of `typedef` and `struct` in C). Describing the elements of composite objects by separate types may still be desirable, as the sum of sizes of variables is unlikely to be exponential in the size of the input program. Extending the type system to do so is not addressed in the present paper.

The source language allows pointers to functions. Function pointer values are described by signature types describing the types of the argument and result values.

Values may be (or include) pointers to locations and pointers to functions. The type of a value must therefore accommodate both types of pointers. In our type system, a value type is therefore a pair including a location type and a function signature type.

The non-standard set of types used by our points-to analysis can be described by the following productions:

\[
\begin{align*}
\alpha &::= \tau \times \lambda \\
\tau &::= \bot | \ref(\alpha) \\
\lambda &::= \bot | \text{lam}(\alpha_1 \ldots \alpha_n)(\alpha_{n+1} \ldots \alpha_{n+n})
\end{align*}
\]

The \( \alpha \) types describe values, the \( \tau \) types describe locations (or pointers to locations), and the \( \lambda \) types describe functions (or pointers to functions).

Types may be recursive, and it may therefore be impossible to write out the types directly. The types can be written out by using type variables. Two types are not equal unless they either both are \( \bot \) or are described by the same type variable. Note that this is different from the usual structural equality criterion on types. We could use the structural equality criterion if we added a tag to the \( \tau \) and \( \lambda \) types.

### 4 Typing rules

In this section we define a set of typing rules based on the set of non-standard types defined in the previous section. The typing rules specify when a program is well-typed. A well-typed program is one for which the static storage shape graph indicated by the types is a safe (conservative) description of all possible dynamic (runtime) storage configurations. Before stating the typing rules, we argue for using inequalities rather than equalities in the typing rules and argue for the way we have defined the typing rule for statements with primitive operations.

Each location in the program is described by a single type. A pointer to a location is described by the type of the location pointed to. If several locations may contain a pointer to the same location,
then the types of these locations must all have the same location type component. This requirement must be reflected in the typing rules.

Consider a simple assignment statement, $x = y$. Assume that $x$ has type $\tau_x$ (meaning that the location allocated to hold the value of $x$ has type $\tau_x$) and that $y$ has type $\tau_y$. If a location pointer value may be assigned to $x$ when executing the statement, then the location component of both $\tau_x$ and $\tau_y$ must be $\tau_p$, where $\tau_p$ is the type describing the pointer value being assigned to $x$. If a function pointer value may be assigned, then $\tau_x$ and $\tau_y$ must have the same function signature component.

The “obvious” typing rule for simple assignment statements would be:

$$
\begin{align*}
A \vdash x : \text{ref}(\alpha) \\
A \vdash y : \text{ref}(\alpha) \\
A \vdash \text{welltyped}(x = y)
\end{align*}
$$

This rule states that this part of the program is well-typed under type environment $A$ if the contents of variables $x$ and $y$ are described by the same type(s). Previous work has used this typing rule for simple assignment [Ste95a].

The above typing rule is, however, too strict. This is illustrated by the following sequence of statements:

$$
\begin{align*}
a &= 4 \\
x &= a \\
y &= a
\end{align*}
$$

Using the above rule, the content components of the types for $a$, $x$, and $y$ must all be the same. That is not strictly necessary, as no pointer value is ever assigned. If $x$ and $y$ are used in other parts of the program to hold pointers to disjoint locations, the above statements would unnecessarily force all the pointed-to locations to be described by the same type. Furthermore, if $x$ is used in another part of the program to hold a pointer value, the analysis results will indicate that both $y$ and $a$ may hold the same pointer value, even if they are only assigned integer values in the program.

Given an assignment statement $x = y$, the content component types for $x$ and $y$ need only be the same if $y$ may contain a pointer.

In order to state this requirement in a typing rule, we introduce a partial order on types defined as follows:

$$
\begin{align*}
t_1 \\leq t_2 \iff (t_1 = \bot) \lor (t_1 = t_2) \\
(t_1 \times t_2) \\leq (t_3 \times t_4) \iff (t_1 \leq t_3) \land (t_2 \leq t_4).
\end{align*}
$$

Given that non-pointers are represented by type $\bot$, the requirement can now be expressed by the following typing rule:

$$
\begin{align*}
A \vdash x : \text{ref}(\alpha_1) \\
A \vdash y : \text{ref}(\alpha_2) \\
\alpha_2 \leq \alpha_1 \\
A \vdash \text{welltyped}(x = y)
\end{align*}
$$

The rule states that each component type of $\alpha_2$ must be either $\bot$ or equal to the corresponding component type of $\alpha_1$.

In statements of the form $x = \text{op}(y_1, \ldots, y_n)$, the $\text{op}$ operation may be a comparison, a bit-wise operation, an addition, etc. Consider a subtraction of two pointer values. The result is not a pointer value, but either of the two operand pointer values can be reconstructed from the result (given the other pointer value). The result must therefore be described by the same type as the two input pointer values.

There are operations from which argument pointer values cannot be reconstructed from the result (e.g., comparisons: $<, \neq$, etc.). For such operations, the result is not required to be described by the same type as any input pointer values. For the purposes of this paper, we will treat all primitive operations identically.

In Figure 3 we state the typing rules for the relevant parts of the source language. A program is well-typed under typing environment $A$ if all the statements of the program are well-typed under $A$. The typing environment $A$ associates all variables with a type.

The typing rule for dynamic allocation implies that a location type is required to describe the value stored in the variable assigned to. The type used to describe the allocated location need not be the type of any variable in the program. The type of the allocated location is then only indirectly available through the type of the variable assigned to. All locations allocated in the same statement will have the same type, but locations allocated by different allocation statements may have different types.

Figure 4 contains an example program and a typing of all the variables occurring in the program that obeys the typing rules of Figure 3. Variables $x$ and $y$ must be described by the same type variable, as a single type variable must represent the locations pointed to by all the pointers possible stored in the location for variable $y$.

### 5 Efficient type inference

The task of performing a points-to analysis has now been reduced to the task of inferring a typing environment under which a program is well-typed. More precisely, the typing environment we seek is the minimal solution to the well-typedness problem, i.e., each location type variable in the typing environment describes as few locations as possible. In this section we state how to compute such a minimal solution with an almost linear time complexity.

The basic principle of the algorithm is that we start with the assumption that all variables are described by different types (type variables) and then proceed to merge types as necessary to ensure well-typedness of different parts of the program. Merging two types means replacing the two type variables with a single type variable throughout the typing environment. Joining is made fast by using fast union/find data structures. We first describe the initialization and our assumptions about how the program is represented. Then we describe how to deal with equalities and inequalities in the typing rules in a manner ensuring that we only have to process each statement in the program exactly once. Finally we argue that the algorithm has linear space complexity and almost linear time complexity.

#### 5.1 Algorithm stages

In the first stage of the algorithm, we provide a typing environment where all variables are described by different type variables. A type variable consists of a fast union/find structure (an equivalence class representative (ECR)) with associated type information. The type of each of the type variables in the typing environment is initially $\text{ref}(\bot \times \bot)$. We assume that the program is represented in some program representation where name resolution has occurred, so we can encode the typing environment in the program representation and get constant time access to the type variable associated with a variable name.

In the next stage of the algorithm, we process each statement exactly once. Type variables are joined as necessary to ensure well-typedness of each statement (as described below). When joining two type variables, the associated type information is unified by computing the least upper bound of the two types, joining component type variables as necessary. Joining two types will never make a statement that was well-typed no longer be well-typed. When all program statements are well-typed, the program is well-typed.
If type variables are only joined when necessary to ensure well-typedness, the final solution will be the minimal solution we are seeking.

5.2 Processing constraints

If the typing rules for a statement impose the constraint that two types are identical, then the corresponding type variables must be joined to obey the constraint.

An inequality constraint \((\leq)\) between two types is slightly more difficult as it may not always be possible to determine, at the time of processing a statement, whether the two types should be joined. If the left hand side type variable is associated with a type other than \(\perp\), then the two type variables must be joined to meet the constraint. Assume that the left hand side type variable is associated with the type \(\perp\) at the time a statement is processed. At this point, there is no need to join the two type variables. The typing rule for another statement may subsequently force a change of the type associated with the type variable implying that the type variable should be joined with the type variable on the right hand side of the current constraint.

To deal with this, we associate each type variable with type \(\perp\) with a set of other type variables to join with, should the type ever become anything other than \(\perp\). If an inequality relation must hold between two type variables, then we perform a conditional join of the two. If the left hand side type variable has type \(\perp\), then we add the right hand side type variable to the set associated with the left hand side type variable. If the left hand side type variable has a type other than \(\perp\), then a real join of the two type variables is performed. Whenever the type associated with a type variable changes from \(\perp\), either because of a typing rule or because of unification, the type variable must be joined with the type variables in the associated set.

The precise rules for processing each statement of the program are given in Figure 5. The details of the join and unification operations are given in Figure 6.

5.3 Complexity

We argue that the algorithm has a linear space and almost linear time complexity in the size of the input program.

The space cost of the algorithm is determined by the total number of ECRs created and the number of join operations performed. The initial number of ECRs is proportional to the number of variables in the program. The number of ECRs created during the processing of a single statement is either bounded by a small constant or, in the case of a procedure call, at worst proportional to the number
\[
x = y:
\] let \( \text{ref}(\tau_1 \times \lambda_1) = \text{type}(\text{ecr}(x)) \) 
let \( \text{ref}(\tau_2 \times \lambda_2) = \text{type}(\text{ecr}(y)) \) in 
if \( \tau_1 \neq \tau_2 \) then \( \text{cjoin}(\tau_1, \tau_2) \)
if \( \lambda_1 \neq \lambda_2 \) then \( \text{cjoin}(\lambda_1, \lambda_2) \)
\[
x = \& y:
\] let \( \text{ref}(\tau_1 \times \lambda_1) = \text{type}(\text{ecr}(x)) \)
let \( \text{ref}(\tau_2 \times \lambda_2) = \text{type}(\text{ecr}(y)) \) in 
if \( \tau_1 \neq \tau_2 \) then \( \text{cjoin}(\tau_1, \tau_2) \)
let \( \text{ref}(\tau_3 \times \lambda_3) = \text{type}(\tau_2) \) in 
if \( \tau_1 \neq \tau_3 \) then \( \text{cjoin}(\tau_1, \tau_3) \)
if \( \lambda_1 \neq \lambda_3 \) then \( \text{cjoin}(\lambda_1, \lambda_3) \)
\[
x = \text{op}(y_1 \ldots y_n): 
\] for \( i \in [1 \ldots n] \) do
let \( \text{ref}(\tau_1 \times \lambda_1) = \text{type}(\text{ecr}(x)) \) 
let \( \text{ref}(\tau_2 \times \lambda_2) = \text{type}(\text{ecr}(y_i)) \) in 
if \( \tau_1 \neq \tau_2 \) then \( \text{cjoin}(\tau_1, \tau_2) \)
if \( \lambda_1 \neq \lambda_2 \) then \( \text{cjoin}(\lambda_1, \lambda_2) \)
\[
x = \text{allocate}(y): 
\] let \( \text{ref}(\tau \times \lambda) = \text{type}(\text{ecr}(x)) \) in 
if \( \tau = \bot \) then 
let \( [r_1, e_2] = \text{MakeECR}(2) \) in 
\( \text{settype}(r, \text{ref}(e_1 \times e_2)) \)
\[
x = y: 
\] let \( \text{ref}(\tau_1 \times \lambda_1) = \text{type}(\text{ecr}(x)) \) 
let \( \text{ref}(\tau_2 \times \lambda_2) = \text{type}(\text{ecr}(y)) \) in 
if \( \tau_1 \neq \lambda_2 \) then \( \text{settype}(\tau_1, \text{ref}(\tau_2 \times \lambda_2)) \)
else 
let \( \text{ref}(\tau_1 \times \lambda_1) = \text{type}(\tau_1) \) in 
if \( \tau_2 \neq \lambda_1 \) then \( \text{cjoin}(\tau_1, \tau_2) \)
if \( \lambda_2 \neq \lambda_3 \) then \( \text{cjoin}(\lambda_1, \lambda_3) \)
\[
x = \text{fun}(t_1 \ldots t_m) \rightarrow (r_1 \ldots r_m) \ S': 
\] let \( \text{ref}(\tau_1 \times \lambda_1) = \text{type}(\text{ecr}(x)) \) 
if \( \text{type}(\lambda) = \bot \) then 
\( \text{settype}(\lambda, \text{lam}(\alpha_1 \ldots \alpha_n)(\alpha_{n+1} \ldots \alpha_{n+m})) \)
where 
\( \text{ref}(\tau_1 \times \lambda_1) = \text{type}(\text{ecr}(\lambda_1)) \) in 
if \( \tau_1 \neq \lambda_1 \) then \( \text{cjoin}(\tau_1, \lambda_1) \)
if \( \lambda_1 \neq \lambda_2 \) then \( \text{cjoin}(\lambda_1, \lambda_2) \)
\]

Figure 5: Inference rules corresponding to the typing rules given in Figure 3. \( \text{ecr}(x) \) is the ECR representing the type of variable \( x \), and \( \text{type}(E) \) is the type associated with the ECR \( E \). \( \text{cjoin}(x, y) \) performs the conditional join of ECRs \( x \) and \( y \), and \( \text{settype}(E, X) \) associates ECR \( E \) with type \( X \) and forces the conditional joins with \( E \). \( \text{MakeECR}(x) \) constructs a list of \( x \) new ECRs, each associated with the bottom type, \( \bot \).
of variables occurring in the statement. The number of ECRs is consequently proportional to the size of the input program. The number of join operations is bounded by the total number of ECRs. The space cost of a join operation amounts to the (constant) cost of creating ECRs and types is clearly proportional to the size of the input program. The cost of performing join operations is a (very slowly increasing) inverse Ackermann’s function [Tar83]. The time cost of traversing the statements of the program, the cost of unifying/joining component types, the cost of performing join operations, and the cost of the ecr-union operation. The cost of unifying/joining component types variables with type type ECRs can be attributed to those joins. The cost of performing a conditional join or a join of two type variables with type

\[
\text{settype}(e, t):
\]

\[
\text{type}(e) \leftarrow t
\]

for \( x \in \text{pending}(e) \) do \( \text{join}(e, x) \)

\[
\text{cjoin}(e_1, e_2):
\]

if \( \text{type}(e_2) = \bot \) then

\[
\text{pending}(e_2) \leftarrow \{ e_1 \} \cup \text{pending}(e_2)
\]

else

\[
\text{join}(e_1, e_2)
\]

\[
\text{unify}(\text{ref}(\tau_1 \times \lambda_1), \text{ref}(\tau_2 \times \lambda_2)):
\]

if \( \tau_1 \neq \tau_2 \) then \( \text{join}(\tau_1, \tau_2) \)

if \( \lambda_1 \neq \lambda_2 \) then \( \text{join}(\lambda_1, \lambda_2) \)

\[
\text{unify(lam}(\alpha_1 \ldots \alpha_n)(\alpha_n \wedge \ldots \alpha_n \wedge n),
\]

\[
\text{lam}(\alpha'_1 \ldots \alpha'_n)(\alpha'_n \wedge \ldots \alpha'_n \wedge n))
\]

for \( i \in [1 \ldots (n + m)] \) do

let \( \tau_1 \times \lambda_1 = \alpha_i \)

\( \tau_2 \times \lambda_2 = \alpha'_i \) in

if \( \tau_1 \neq \tau_2 \) then \( \text{join}(\tau_1, \tau_2) \)

if \( \lambda_1 \neq \lambda_2 \) then \( \text{join}(\lambda_1, \lambda_2) \)

\[
\text{join}(e_1, e_2):
\]

let \( t_1 = \text{type}(e_1) \)

\( t_2 = \text{type}(e_2) \)

\( e = \text{ecr-union}(e_1, e_2) \) in

if \( t_1 = \bot \) then

\[
\text{type}(e) \leftarrow t_1
\]

if \( t_2 = \bot \) then

\[
\text{pending}(e) \leftarrow \text{pending}(e_1) \cup \text{pending}(e_2)
\]

else

for \( x \in \text{pending}(e_1) \) do \( \text{join}(e, x) \)

else

\[
\text{type}(e) \leftarrow t_1
\]

if \( t_2 = \bot \) then

for \( x \in \text{pending}(e_2) \) do \( \text{join}(e, x) \)

else

\[
\text{unify}(t_1, t_2)
\]

Figure 6: Rules for unification of two types represented by ECRs. We assume that ecr-union performs a (fast union/find) join operation on its ECR arguments and returns the value of a subsequent find operation on one of them.

6 Experience

We have implemented a slightly improved version of the above algorithm in our prototype programming system based on the Value Dependence Graph [WCES94] and implemented in the programming language Scheme [CR91]. The implementation uses a weaker typing rule than presented above for primitive operations returning boolean values and uses predetermined transfer functions for direct calls of library functions (the algorithm is thus context-sensitive/polymorphic for calls to library functions). The analysis algorithm is routinely applied to the C programs processed by the system.

Two implementations of an earlier type inference based points-to analysis algorithm [Ste95a] have been performed at University of California, San Diego; one in C [Mor95] and one in Scheme [Gri95]. Both implementations have been augmented to model slots of structured objects independently. Our earlier algorithm was based on the same non-standard type system as used in the present algorithm but used stricter typing rules, implying that the results are more conservative than they need be.

Our implementation demonstrates that running time of the algorithm is roughly linear in the size of the input program on our test-suite of around 50 programs. Using our own implementation, we have performed points-to analysis of programs up to 75,000 lines of code2 (an internal Microsoft tool). The running time for the algorithm on the 75,000 line C program is approximately 27 seconds (15 seconds process time) on an SGI Indigo2 workstation, or roughly 4 times the cost of traversing all nodes in the program representation. For a 25,000 line C program (LambdaMOO available from Xerox PARC) the running time is approximately 8 seconds (5.5 seconds process time). The analysis is performed as a separate stage after the program representation has been built.

Morgenthaler's implementation of our previous algorithm performs the processing of statements during parsing of the program. He found the parse time to increase by approximately 50% by adding points-to analysis to the parser. Counting only the extra time for performing the analysis, emacs (127,000 non-empty lines of code) could be analyzed in approximately 50 seconds, and FElit (273,000 non-empty lines of code) could be analyzed in approximately 82 seconds on a SparcStation 10 [Mor95]. The present algorithm can also easily be implemented to process the statements during parsing. The running times of the previous and the present algorithm are roughly the same (only minor fluctuations).

Table 1, Table 2, and Table 3 illustrate the distribution of program variables per type variable for a number of benchmark programs. The programs are from Bill Landi's and Todd Austin's benchmark suites for their analyses [LRZ93, ABS94] as well as the SPEC’92 benchmark suite. LambdaMOO is a large C program available from Xerox PARC (we used version 1.7.1).

Table 1 gives the raw distribution for the total analysis solution when performed on an (almost) unoptimized version of the program representation. Most of the type variables describe the location

2At the time of writing, this is the largest program represented using the VDG program representation.
of variables whose addresses are never taken. The type variables
 describing zero program variables represent non-local types describing
user functions and locations allocated by the runtime system (e.g.,
the locations for the `argv` and `argc` arguments to `main`).

Table 2 gives the distribution for those type variables that occur
as location components of other types in the solution of the analysis
performed on an (almost) unoptimized version of the program repren-
tation. These type variables represent program variables that
are pointed to by other variables. They do not necessarily repren-
t all the program variables that are pointed to in the program,
as minor optimizations are performed on the VDG program represen-
tation as it is being built; some of these optimizations eliminate
storing values in variables if this is trivial to avoid, as described in
[WCES94]. The number of type variables describing more than
one program location is reduced relative to Table 1. The reduction
is mostly caused by eliminating type variables for values passed to
functions but never pointed to by a pointer. The values would not
have been grouped in the first place, if a polymorphic analysis had
been used.

Table 3 gives the distribution for the location component type
variables in the solution of the analysis performed on an optimized
version of the program representation. The optimizations performed
on the program representation include a local transformation elimi-
 nating all local variables whose address is never taken. These type
variables describe the program variables that are the hardest to get
good analysis results for. The program variables are all pointed
to by other program variables which cannot be eliminated by local
transformations. Many of the program variables described by a type
variable representing no other program variables are candidates for
global optimizations such as being represented by a register rather
than a memory location.

The distributions shown in the tables demonstrate that there are
a considerable number of type variables describing only a single
program variable, even for those type variables describing pointed
to program variables. Most other type variables describe a small
number of program variables. There are a couple of major exception-
s; type variables describing several hundred program locations.
However, for most of the programs, the locations described by
these exceptional type variables are all global constant strings. For
example, for the LambdaMOO program, the program locations de-
scribed by the "largest" single type variable are all strings passed
as argument to user defined logging and tracing procedures. Any
context-insensitive analysis is bound to show a similar number of
possible pointer values for the formal parameters of these logging
and tracing procedures.

Our subjective evaluation of the quality of the analysis results
is that they are pretty good, given that the contents of all the slots of
structured variables are represented by a single value type. How-
ever, many programs use data structures such as trees and lists as
central data structures. For these programs the inability to distin-
guish between structure elements is a serious loss.

7 Related work

Henglein used type inference to perform a binding time analysis
in almost linear time [Hen91]. His types represent binding time
values. He presents a set of typing rules, extract constraints from
the typing rules, and finally solve the constraints by using fast
union/find data structures. Our points-to analysis algorithm was
inspired by Henglein’s type inference algorithm.

The points-to analysis that closest resembles our analysis is
Weihl’s [Wei80]. His analysis is also flow-insensitive, interpro-
cedural, and deals with pointers to functions. His algorithm does
not assume that alias relations are reflexive and transitive, and will

Table 1: Number of type variables describing a given number of
program variables for the unoptimized program representation. For
example, for landi:allroots, there are 67 type variables each describ-
ing the location of a single program variable.

<table>
<thead>
<tr>
<th>Program</th>
<th># of vars.</th>
</tr>
</thead>
<tbody>
<tr>
<td>landi:allroots</td>
<td>18, 46, 3, 31</td>
</tr>
<tr>
<td>landi:assembler</td>
<td>157, 46, 11, 1</td>
</tr>
<tr>
<td>landi:loader</td>
<td>116, 66, 3, 31</td>
</tr>
<tr>
<td>landi:compiler</td>
<td>118, 66, 3, 31</td>
</tr>
<tr>
<td>landi:simulator</td>
<td>118, 66, 3, 31</td>
</tr>
<tr>
<td>landi:football</td>
<td>118, 66, 3, 31</td>
</tr>
<tr>
<td>austin:anagram</td>
<td>52, 91, 1</td>
</tr>
<tr>
<td>austin:backprop</td>
<td>52, 91, 1</td>
</tr>
<tr>
<td>austin:bc</td>
<td>52, 91, 1</td>
</tr>
<tr>
<td>austin:ft</td>
<td>52, 91, 1</td>
</tr>
<tr>
<td>austin:ks</td>
<td>52, 91, 1</td>
</tr>
<tr>
<td>austin:yacr2</td>
<td>52, 91, 1</td>
</tr>
<tr>
<td>spec:compress</td>
<td>52, 91, 1</td>
</tr>
<tr>
<td>spec:eqntott</td>
<td>52, 91, 1</td>
</tr>
<tr>
<td>spec:espresso</td>
<td>52, 91, 1</td>
</tr>
<tr>
<td>spec:li</td>
<td>52, 91, 1</td>
</tr>
<tr>
<td>spec:sc</td>
<td>52, 91, 1</td>
</tr>
<tr>
<td>spec:alvinn</td>
<td>52, 91, 1</td>
</tr>
<tr>
<td>spec:ear</td>
<td>52, 91, 1</td>
</tr>
<tr>
<td>LambdaMOO</td>
<td>52, 91, 1</td>
</tr>
<tr>
<td># of vars.</td>
<td>0</td>
</tr>
<tr>
<td>-----------</td>
<td>---</td>
</tr>
<tr>
<td>landi:allroots</td>
<td>2</td>
</tr>
<tr>
<td>landi:assembler</td>
<td>1</td>
</tr>
<tr>
<td>landi:loader</td>
<td>9</td>
</tr>
<tr>
<td>landi:compiler</td>
<td>0</td>
</tr>
<tr>
<td>landi:simulator</td>
<td>2</td>
</tr>
<tr>
<td>landi:lex315</td>
<td>2</td>
</tr>
<tr>
<td>landi:football</td>
<td>5</td>
</tr>
<tr>
<td>austin:anagram</td>
<td>3</td>
</tr>
<tr>
<td>austin:backprop</td>
<td>1</td>
</tr>
<tr>
<td>austin:bc</td>
<td>5</td>
</tr>
<tr>
<td>austin:ft</td>
<td>4</td>
</tr>
<tr>
<td>austin:ks</td>
<td>4</td>
</tr>
<tr>
<td>austin:yacr2</td>
<td>29</td>
</tr>
<tr>
<td>spec:compress</td>
<td>2</td>
</tr>
<tr>
<td>spec:eqntott</td>
<td>5</td>
</tr>
<tr>
<td>spec:espresso</td>
<td>14</td>
</tr>
<tr>
<td>spec:li</td>
<td>2</td>
</tr>
<tr>
<td>spec:sc</td>
<td>7</td>
</tr>
<tr>
<td>spec:alvinn</td>
<td>1</td>
</tr>
<tr>
<td>spec:ear</td>
<td>15</td>
</tr>
<tr>
<td>LambdaMOO</td>
<td>8</td>
</tr>
</tbody>
</table>

**Table 2:** Number of type variables describing a given number of pointed to program variables for the unoptimized program representation.
therefore in some cases produce better results than our algorithm. On the other hand, his algorithm does not distinguish between one or several levels of pointer indirection. Additionally, his algorithm works best if a call graph is available, and it does not deal elegantly with recursive functions. His algorithm has a time cost complexity that is cubic in the size of the input program whereas our algorithm has an almost linear time complexity.

More precise points-to analysis exist, e.g., [CWZ90, EGH94, WL95, Ruf95]. These analyses are all flow-sensitive interprocedural data flow analyses. Both Chase’s algorithm [CWZ90] and Ruf’s algorithm [Ruf95] are context-insensitive and have polynomial time complexity. The two algorithms are context-sensitive, meaning that the algorithm distinguishes between effects of different calls of the same function instead of computing just one effect that is valid for all calls of the function. The algorithm by Emami, et al., [EGH94] has an exponential time complexity, as it performs a virtual unfolding of all non-recursive calls. The algorithm by Wilson and Lam [WL95] also has exponential time complexity but is likely to exhibit polynomial time complexity in practice as it uses partial transfer functions to summarize the behavior of already analyzed functions and procedures.

Whereas a points-to analysis builds and maintains a model of the store during analysis, an alias analysis builds and maintains a list of access path expressions that may evaluate to the same location (in other words: they are aliased). The most relevant alias analysis algorithms are [LR92, LRZ93]. The length of access-paths are k-limited, using a relatively simple truncation mechanism to eliminate extra path elements.

Deutch presents an alias analysis for an imperative subset of ML [Deu92]. Access paths are defined in terms of monomial relations (a kind of multi-variable polynomial expression with structure accessors as the variables). The analysis is therefore only relevant for strongly typed languages such as ML and strongly typable programs written in weakly typed languages such as C (as shown in [Deu94]). Access paths are combined by unification.

A higher order (context-sensitive) points-to analysis by type inference has been developed by Tofte and Talpin for the purposes of creating an ML interpreter without a garbage collector [TT94]. The analysis is based on polymorphic type inference over a non-standard set of types. They assume a runtime model that makes allocation regions explicit, where allocation regions resemble the storage shape graph nodes of our algorithm. Their algorithm does not deal with objects that may be updated after being assigned an initial value (as is normal for imperative programs). Whether their work can be generalized to work for general imperative programs is an open question.

Andersen defines context-sensitive and context-insensitive analyses that are flow-insensitive1 points-to analysis in terms of constraints and constraint solving [And94]. The context-sensitive algorithm distinguishes between immediate calling contexts in a limited version of the static program call graph, effectively taking two layers of context into consideration. The values being constrained are sets of abstract locations. Andersen’s algorithm allows an abstract location to be a member of non-identical sets. Our algorithm only allows an abstract location to be described by one type representing a set of abstract locations. The size of the solution of his context-insensitive algorithm is \( O(A^2) \), and the size of the solution of his context-sensitive algorithm is \( O(A^4) \), where \( A \) is the number of abstract locations, which in turn is \( O(\exp N) \), where \( N \) is the size of the program. In contrast, the size of the solution of our algorithm is \( O(N) \).

Choi et al. present both flow-sensitive and flow-insensitive analyses [CBC93]. The flow-insensitive analysis algorithm is described in more detail in [BCH95]. Their algorithm computes alias information rather than points-to information but uses a representation that shares many properties with the storage shape graph. The representation allows abstract locations to be members of non-identical sets. Their algorithm is based on iterated processing of the program statements and it is likely to be slower than a similar constraint based algorithm (such as Andersen’s context-sensitive algorithm but only considering one level of calling context).

The algorithm presented in this paper is an extension of another almost linear points-to analysis algorithm [Ste95a]. Bill Landi has independently arrived at the same earlier algorithm [Lan95]. Barbara Ryder and Sean Zhang are also working on a version of the earlier algorithm with the extension that elements of composite objects are represented by separate type components [Zha95].

8 Conclusion and Future Work
We have presented a flow-insensitive, interprocedural, context-insensitive points-to analysis based on type inference methods with an almost linear time complexity. The algorithm has been implemented and shown to be very efficient in practice, and we have found the results to be much better than the results of interprocedural analyses.

A problem with the analysis as presented is that it does not disambiguate information for different elements of structured objects. The type system can be extended to do so, but the resulting analysis algorithm will not have an almost linear time complexity. The algorithm will still be asymptotically faster than other existing algorithms that does distinguish between different elements of structured objects.

One way to obtain improved results is to develop an efficient flow-sensitive algorithm. The results from the algorithm presented in the present paper can be used to prime a data flow analysis algorithm or otherwise reduce the amount of work to be done by the algorithm. One possible method is splitting of functional stores as suggested in [Ste95b].

Another way to obtain improved results is to develop an efficient flow-insensitive, context-sensitive algorithm. This can be done using types to represent sets of locations, as in the almost linear time algorithm, but using polymorphic instead of monomorphic type inference methods.

We are currently pursuing both directions of research.
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1. Our analysis is context-insensitive because the type system is monomorphic. If we had used a polymorphic type system and polymorphic type inference, the algorithm would have been context-sensitive.

2. Andersen uses the term “intra-procedural” to mean “context-insensitive” and the term “inter-procedural” to mean “context-sensitive”.

3. To be fair, \( A \) is probably proportional to \( N \) in practice.
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