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Online Classification Model

— Setting
* Classification
* Hypothesis space H with h: XY
* Measure misclassifications (i.e. zero/one loss)
— Interaction Model
* Initialize hypothesis h € H
* FORtfrom1toT
— Receive x
— Make prediction 7 = h(x;)
— Receive true label y,
— Record if prediction was correct (e.g., i = ¥¢)
— Update h

(Online) Perceptron Algorithm

Input: S = ((Z1,y1), ..., (
Algorithm:

- (_T'n=6, k=0

* ENDIF
— ENDFOR
Qutput:

Perceptron Mistake Bound

Theorem: For any sequence of training examples
§= ((5"1' }’1), By (in' yn) with
R = max||%l,
if there exists a weight vector Wy, with ||[Wop|| = 1
and
Yi (Wopt . )_él) =4
forall 1 < i < n, then the Perceptron makes at most
RZ
52
errors.

Expert Learning Model

Setting
— N expertsnamed H = {hy, ..., hy}
— Each expert h; takes an action y = h;(x;) in each round t
andincursloss A, ;
— Algorithm can select which expert’s action to follow in
each round
Interaction Model
— FORtfrom1ltoT

* Algorithm selects expert h;, according to strategy A, and follows
its action y

* Experts incurlosses A 1 ... Ay y
* Algorithm incurs loss A ;,
* Algorithm updates w; to w1 based on Ap 1 ... Agy

Halving Algorithm

¢ Setting
— N expertsnamed H = {hy, ..., hy}
— Binary actions y = {+1, —1} given input x, zero/one loss
— Perfect expert exists in H

¢ Algorithm
—VS, = H
—FORt=1TOT

 Predict the same y as majority of h; € VS,
* VSir1 = VS, minus those h; € VS, that were wrong

¢ Mistake Bound

— How many mistakes can the Halving algorithm make
before predicting perfectly?




Regret

* Idea

— N experts named H = {hy, ..., hy}

— Compare performance of 4 to best expert i* in hindsight.
* Regret

— Overall loss of best expert i* in hindsight is

T
A = i'rerll}nNJ Z B
t=1
— Loss of algorithm A at time t is
A
for algorithm that picks recommendation of expert i = A(w;) at time t.

— Regret is difference between loss of algorithm and best fixed expert in
hindsight

T T
Regret(T) = Z At atwy) — lg[lllnN]Z A
=1 t=1

Weighted Majority Algorithm

* Setting
— N experts named H = {h, ..., hy}
— Binary actions y = {+1, —1} given input x, zero/one loss
— There may be no expert in H that acts perfectly
¢ Algorithm
— Initialize w; = (1,1, ...,1)
— FORt=1TOT
* Predict the same y as majority of h; € H, each weighted by w ;
* FOREACHh; € H
— IFh_iincorrect THEN Weyq; = Wei *
ELSE Weyq,i = Wi

¢ Regret Bound

— How close is the number of mistakes the Weighted Majority
Algorithm makes to the number of mistakes of the best expert
in hindsight?

Exponentiated Gradient Algorithm
for Expert Setting (EG)

¢ Setting
— N experts named H = {hq, ..., hy}
— Any actions, any positive and bounded loss
— There may be no expert in H that acts perfectly
e Algorithm
- 1 1
— Initializew; = (—, ...,—)
N N
— FORtfrom1toT
« Algorithm randomly picks i, from P(I, = i) = wy;
* Expertsincurlosses Ay g ... Ay y
* Algorithm incurs loss A ;,
« Algorithm updates w for all experts i as

Vi, Wepi = We,i eXp(—1ly;
Then normalize w1 50 that ¥ weyq j = 1.

e Idea

Expected Regret

— Compare performance to best expert in hindsight
Regret

— Overall loss of best expert i* in hindsight is

T
A% = min ZA i
T 7 e[l el
t=1

— Expected loss of algorithm A(w,) at time t is
EA(W:)[At,i] =Wl

for randomized algorithm that picks recommendation of expert
i at time ¢ with probability w ;.

— Regret is difference between expected loss of algorithm and
best fixed expert in hindsight
T

i*€[1.N

T
ExpectedRegret(T) = Z weAy — min ]Z A i
t=1 t=1

Regret Bound for Exponentiated
Gradient Algorithm

* Theorem

The expected regret of the exponentiated gradient
algorithm in the expert setting is bounded by

ExpectedRegret(T) < A™3*\/2 T log(|H|)

where AM# = max{A,;}andn = lA(ifgz(_;V)'




