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Elephant in the 
room: 

Why can’t we just 
learn a model?



Model Based Reinforcement Learning
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Learn 
Model

Plan with 
Learned Model

iLQR!
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Georgia Tech Auto Rally (Byron Boots lab)



Activity!



Think-Pair-Share 
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Think (30 sec): What architecture would you use to learn a model 
for rally car? What loss function will you use? What planner?

Pair: Find a partner 

Share (45 sec): Partners exchange ideas 

Learn 
Model

Plan with 
Learned Model
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Learn 
Model

Plan with 
Learned Model

Part 1: System Identification

Collect data of rally car  (x1, u1, x2, u2, …)

2 Layer MLP
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Learn 
Model

Plan with 
Learned Model

Cross Entropy 
like approach!

Part 2: Planning
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Question: How do you collect data for learning model? 
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Another Example: Helicopter Aerobatics

A nose-in funnel!



11(Super cool work by Pieter Abeel et al. https://people.eecs.berkeley.edu/~pabbeel/autonomous_helicopter.html)

https://people.eecs.berkeley.edu/~pabbeel/autonomous_helicopter.html
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Learn 
Model

Plan with 
Learned Model
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Learn a linear model around reference

Δxt+1 = Atxt + Btut

Part 1: System Identification
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Learn 
Model

Plan with 
Learned Model
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Use LQR with learnt 
models

Part 2: Planning



How does a tiny error in 
my model affect 
performance?
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The Simulation Lemma



V0 of Model Based RL
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Collect 
Data

Fit 
Model

Planner
Test 

Execution

Training 
Distribution

Data gathering  
policy



Problem: Train Test Mismatch!
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Collect 
Data

Fit 
Model

Planner
Test 

Execution

Training 
Distribution

Test 
Trajectory≠

Data gathering  
policy
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Super retro 
video of 

distribution 
mismatch! 



Sure .. but what if we 
use really deep networks 
that drive down model 
learning loss really low?
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Mismatch amplified by planning
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s

V

πV̂
πV

Data gathering  
policy

Planner wants to go here 



Intuition: Improve model where policy goes 
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Exploration 
Distribution Collect more 

data along 
current policy’s 
trajectory

Desired 
Trajectory



A simple algorithm: Dagger for System Identification
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Dagger works!



Planning is expensive … 
Do we really have to run 
planning in an inner loop
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Learn 
Model

Plan with 
Learned Model



No! Model need only help you correct
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 Iterative Learning Control (ILC)
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Forward pass through real-world

Back-propagate through model
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The 
DREAMER 
Algorithm



DREAMER Overview
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DREAMER: Learning World Model
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DREAMER: Learning World Model
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Dreamer: Learning Actor Critic from model
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DREAMER: Results
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What makes a model 
good?
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Model-Based OR Model Free?
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Model Free Model Based

Directly learn  
 or π Q(s, a)

Learn a model 
, plan with 

model to find  
P(s′ |s, a)

π
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(From Lec 1.) 

Lesson #2 
Models are useful fictions



What makes a model good?
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JM*( ̂π) − JM*(π*)



The Double Simulation Lemma



Model Learning: It’s only a game!
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If models are just a means to 
an end (performance 

difference) .. can we get the 
best of model-based and 

model-free?
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Model-Based OR AND Model Free
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Model FreeModel Based

s′ = M̂(s, a)
Q*M(sT, aT)

Use model to 
plan

Use model-free 
terminal value function



Blending MPC and Value Function 
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MPC as  
Q-function 

Approximation



Blending MPC and Value Function 

42

Add model free 
value estimate 

at every 
timestep


