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1 Introduction 

Anaphora resolution is one of the more prolific areas of research in the NLP community. Anaphora is a ubiquitous phenomenon in natural language and is thus required in almost every conceivable NLP application. There is a wide variety of work in the area, based on various theoretical approaches. 

Simply stated, anaphora resolution is the problem of finding the reference of a noun phrase. This noun phrase can be a fully specified NP (definite or indefinite), a pronoun, a demonstrative or a reflexive. Typically this problem can be divided into two parts – 

(i) Finding the co-reference of a full NP (commonly referred to as co-reference resolution) 

(ii) Finding the reference of a pronoun or reflexive (commonly referred to as anaphora resolution).  

The second part of the problem may be thought of as a subset of the first. Though there are similarities in the two problems, there are significant differences in the function of pronouns and that of full NP’s in natural language discourse. Thus significant difference is seen in their distribution too. For instance, a broad heuristic is that pronouns usually refer to entities that are not farther than 2-3 sentences, while definite NP’s can refer to entities that are quite far away.

In this paper, I examine in detail various approaches in this area, with more focus on  anaphora resolution than noun phrase co-reference resolution. I look at these approaches from the point of view of understanding the state of art of the field and also from the view of understanding the interaction between NLP research in the computational linguistics community and theoretical linguistics. Due to the second goal, I have looked at some classical results in the field (such as Hobbs 1977) (even though they are dated), since they were motivated mainly by linguistic considerations. 

I also note that most knowledge sources in anaphora resolution research have drawn on structural indications of information prominence, but have not considered other sources such as tense and aspect, which may prove to be important knowledge sources.

2 Relevance of this problem

2.1 Relevance to NLP

From the NLP point of view, anaphora resolution is required in most problems such as question-answering, information extraction, text summarization, dialogue interpretation systems, etc. Thus to a large extent, successful end-to-end systems require a successful anaphora resolution module. This implies that the various forms of preprocessing required in anaphora resolution systems, such as noun phrase identification, morphological processing, semantic class determination, etc. are equally relevant to the issue.

2.2 Relevance from the Linguistics point of view 

Binding Theory is one of the major results of the principles and parameters approach developed in Chomsky (1981) and is one of the mainstays of generative linguistics. The Binding Theory deals with the relations between nominal expressions and possible antecedents. It attempts to provide a structural account of the complementarity of distribution between pronouns, reflexives and R-expressions
. 

Condition A: A reflexive must be bound in its governing category

Condition B: A pronoun must be free in its governing category

Condition C: An R-expression must be free.

However, this formulation of the Binding Theory runs into major problems empirically. Currently, various modifications to the standard Binding Theory exist as also some completely different frameworks (such as Reinhart and Reuland (1993)’s semantic predicate based theory) to explain binding phenomenon. 

2.3 Dichotomy between Linguistic and NLP Research

The Binding Theory (and its various formulations) deals only with intrasentential anaphora, which is a very small subset of the anaphoric phenomenon that practical NLP systems are interested in resolving. A much larger set of anaphoric phenomenon is the resolution of pronouns intersententially. This problem is dealt with by Discourse Representation Theory and more specifically by Centering Theory (Grosz et al., 1995). Centering Theory, being more computationally tractable than most linguistic theories, has been a popular theoretical framework to determine the discourse prominence (and hence ranking) of a potential antecedent.

Many NLP based approaches have incorporated syntactic and pragmatic constraints from linguistic theory (binding theory and discourse theory) into their algorithms. But linguistic research has largely ignored the findings obtained from computational anaphora resolution. This is because NLP research focuses on the development of broad coverage systems, while linguistics research typically focuses on very narrow domain phenomenon. For example, a structural theory like the standard Binding Theory does not concern itself with logophoric pronouns (pronouns that get their reference from context in the discourse), while for an NLP system, both types of pronouns (those that fall within the domain of BT and logophoric pronouns) are equally important and are handled by the same system. Another aspect is that until the recent past and possibly even now, linguistic theory has not been concerned with its computational or implementational feasibility in practical systems, leading to the theories being largely ignored by the NLP community. 

While NLP systems rely on the standard Binding Theory for intra-sentential syntactic constraints, current linguistic theories dealing with binding have to account for much more complex binding phenomenon in languages other than English. Languages with so- called long distance and short distance reflexives are fairly common. Examples are Dutch, Icelandic, Finnish, Marathi, etc. Long distance reflexives are those that cannot have a coreferring antecedent in a local domain (like a clause), but need an antecedent in a larger domain.  Short-distance reflexives are those that need an antecedent in the local domain (like English himself/herself, etc.). There is almost no NLP research on anaphoric phenomenon in such languages, which appears to be a much more difficult problem to tackle. In addition to a much more complex distribution, long distance reflexives have no gender or number properties, crosslinguistically. It is also common that they overlap in form with a personal pronoun in the language, making the problem much more complicated. 

2 Background

Research in anaphora resolution falls into two broad categories- knowledge-rich approaches, and knowledge-poor approaches.  Earlier systems tended to be knowledge-rich. However, with the pressure to develop fully automated systems, the advent of cheaper and more corpus based NLP tools like part of speech taggers and shallow parsers, and development of machine learning and statistical techniques, modern systems have tended to use a knowledge-poor approach. 

2.1 Knowledge-rich Approaches

Early research in anaphora resolution usually employed a rule based, algorithmic approach, and was generally knowledge-rich. It was based on commonly observed heuristics about anaphoric phenomenon. It usually assumed a full and correctly parsed input. Evaluation was typically carried out by hand on a small set of evaluation examples. Based on the kind of knowledge employed, these approaches can broadly be divided into two categories.

2.1.1 Syntax-based approaches 

These approaches typically assume the existence of a fully parsed syntactic tree and traverse the tree looking for antecedents and applying appropriate syntactic and morphological constraints on them. Hobbs 1977 is a classical result using this approach. 

Hobb’s Algorithm

Hobbs 1977 was one of the first results which obtained an impressive accuracy in pronoun resolution. He used a naïve algorithm that works on the surface parse trees of the sentences in the text. Intrasententially, the algorithm performed a left-to-right breadth-first search (every node of depth n is visited before any node of depth n+1), giving preference to closer antecedents. Intersententially too, a left-to-right breadth-first search, which implements a preference for subjects to be the antecedents is implemented
. 

The algorithm collects possible antecedents and then checks for ones that match the pronoun in number and gender. It also takes syntactic constraints into consideration. The two most important constraints, based on Condition B of the Binding Theory are 

1. a non-reflexive pronoun and its antecedent may not occur in the same simplex sentence. 

2. The antecedent of a pronoun must precede or command the pronoun.

Both these constraints are handled by the algorithm itself (Step 2,3 and 8 respectively, in Hobbs 1977)

The algorithm was evaluated on 300 examples of pronoun occurrences in three different texts. The pronouns covered were he, she, it and they. Overall, the algorithm resolved 88.3% of the cases correctly. Together with a few selectional constraints that the algorithm implemented, it achieved a performance of 91.7%. However these results are for cases where there was no conflict (that is, there were no multiple antecedents that had to be chosen from). In cases where there was a choice of antecedents to be made, the performance was  81.8%.

Even though these results are impressive, the naïve algorithm fails on a number of known cases, such as sentence pronominalization  as illustrated in (1)

(1)
Ford was in trouble, and he knew it.


 

Hobbs 1977

It also cannot deal with the class of picture noun examples, such as (2)

(2)
John saw a picture of him.





Hobbs 1977

The algorithm searches the tree to the right of the pronoun, in order to deal with antecedents which follow the pronoun. However, there is no search below the S or NP nodes causing it to fail on sentences like (3)

(3)
Maryi sacked out in hisj apartment before Samj kicked heri out.      Hobbs 1977

The evaluation was done manually, as also all preprocessing. This makes it difficult to compare performance with other approaches develop later. However, Hobbs algorithm remains the main algorithm that many syntactically based approaches still use, even though they augment it with other knowledge sources. 

2.1.2  Discourse-Based Approaches

Another traditional method of obtaining the reference of pronouns is discourse based, called the Centering Theory. This theory models the attentional salience of discourse entities, and relates it to referential continuity. Centering Theory can be summarized as given below (based on Kibble 2001)

a. For each utterance in a discourse, there is only one entity that is the center of attention.

b. The center of utterance is most likely to be pronominalized (Rule 1 of CT).

c. Consecutive utterances in a discourse tend to maintain the same entity as the center of attention (Rule 2 of CT).

CT-based approaches are attractive from the computational point of view because the information they require can be obtained from structural properties of utterances alone, as opposed to costly semantic information. The most well-know result using this approach is that of Brenan, Friedman and Pollard 1987 (BFP). BFP makes use of syntactic and morphological considerations like number and gender agreement to eliminate unsuitable candidates, but uses centering principles to rank potential candidates. A manual comparison of Hobb’s naïve algorithm (Hobbs 1977) and BFP , showed that the two performed equally over a fictional domain of 100 utterances. However, the Hobbs algorithm outperformed the CT-based algorithm (89% as compared to 79%) in a domain consisting of newspaper articles (Tetreault 2001).

The main drawback of the CT is its preference for intersentential references as opposed to intrasentential. A modification of the CT algorithm which discards the notion of backward and forward looking centers (lists which keep track of the centers of previous and following utterances), but uses the idea of modeling the attentional state of the current utterance is the S-list approach described in Strube 1998. The S-list is different from the CT-based approach in that it can include elements from both previous and current utterances while the CT-based approach uses only the previous utterance. The S-list elements are also ordered not by grammatical role (as in CT) but by information status and then by surface order.

In another manual comparison, the S-list approach outperforms the CT-based approach by 85% as compared to 76% (Tetreaut 2001)

Tetreault 2001 presents a modification of the CT-based approach called the Left-Right Centering approach (LRC). Psycholinguistic research claims that listeners try to resolve references as soon as they hear an anaphor. If new information appears that contradicts this choice of antecedent, they reanalyze and find another antecedent. This psycholinguistic fact is modeled in the LRC. The LRC works by first trying to find an antecedent in the current utterance. If this does not work, then antecedents in previous utterances are considered, going from left-to-right within an utterance. In a further modification (LRC-F), information about the subject of the utterance is also encoded. 

2.1.3 Hybrid Approaches

These approaches make use of a number of  knowledge sources, including syntactic, discourse, morphological, semantic, etc. to rank possible antecedents. 

One of the most well knows systems using this approach is that of Lappin and Leass (1994). They use a model that calculates the discourse salience of a candidate based on different factors that are calculated dynamically and use this salience measure to rank potential candidates. They do not use costly semantic or real world knowledge in evaluating antecedents, other than gender and number agreement. Before the salience measures are applied, a syntactic and morphological constraint filter eliminates candidates that do not satisfy syntactic constraints of the Binding Theory or constraints of gender and  number agreement. Salience is calculated based on several intuitive factors that are integrated into the algorithm quite elegantly. For e.g. recency is encoded in  the fact that salience is degraded by half for a new sentence. Equivalence classes are created which contain all the referents that form an anaphoric chain. Each equivalence class has a weight associated with it, which is the sum of all salience factors in whose scope at least one member of the equivalence class lies (Laapin and Leass 1994). The equivalence classes, and the saliency reduction measure form a dynamic system for computing the relative attentional salience of a referent. 

The factors that the algorithm uses to calculate salience are given different weights according to how relevant the factor is. These factors are:

· Sentence Recency (100)

· Subject emphasis (80) -This factor encodes the fact that subjects are more salient than other grammatical roles.

· Existential emphasis (70) - Nominal in an existential construction (There is …) is salient.

· Accusative emphasis (50) - Direct object is salient, but not as much as a subject.

· Indirect Object and oblique complement emphasis – 40- Indirect object is less salient than direct object and is penalized.

· Head noun emphasis (80) - The head noun in a complex noun phrase is more salient than a non-head, which is penalized.

· Non-adverbial emphasis. (50) - This factor penalizes NP’s in adverbial constructions. 

Thus all these salience measures are mostly structural and distance based. However, the salience calculations used by Centering approaches, which basically measure the center of an utterance based on grammatical role (subject > existential predicate nominal> object> indirect object or oblique > demarcated adverbial PP) is captured in this approach too. However, the Lappin and Leass approach gives weights to these factors, unlike centering approaches. 

2.1.4 Corpus based Approaches

Charniak, Hale, and Ge (1998) present a statistical method for resolving pronoun anaphora. They use a very small training corpus from the Penn Wall Street Journal Tree-bank marked with co-reference resolution. They base their method on Hobb’s algorithm but augment it with a probabilistic model. The kinds of information that they base their probabilistic model are

1. Distance between the pronoun and its antecedent (encoded in the Hobbs Algorithm itself)

2. Syntactic Constraints (also encoded in the Hobbs Algorithm itself)

3. The actual antecedents, which  gives information regarding number gender, and animaticity.

4. Interaction between the head constituent of the pronoun and the antecedent.

5. The antecedent’s Mention Count - the more number of times a referent has occurred in the discourse before, the more likely it is to be the antecedent.

They assume that all these factors are independent.

Their experiment first calculates the probabilities from the training corpus and then uses these to resolve pronouns in the test corpus. Their data consisted of 2477 pronouns (he, she and it). They used a 10-fold cross validation and obtained results of 82.9 percent correct.

They also investigate the relative importance of each of the above factors in finding the probability by running the program incrementally. They obtain an accuracy of 65.3% using just the distance and syntactic constraints as implemented in the Hobbs algorithm. After adding word information to the model (gender and animaticity) the performance rises to 75.7%. Adding knowledge about governing categories (headedness) improved performance by only 2.2%. Finally, adding information about the mention count improved accuracy to the final value of 82.9%. This mention count approximately encodes information about the topic of a segment of discourse. Thus it is seen that identifying the topic accurately can improve performance substantially. However, it could have been more effective to encode information about the topic in terms of grammatical roles ( as is done by centering approaches). Since the algorithm assumes a deep syntactic parse in any case, this would not have been an extra expense.

Thus within the domain of knowledge-based approaches, there are two types: 

1. The first approach works by first eliminating some antecedent candidates based on constraints (like syntactic constraints) and then choosing the best of the remaining based on some factors such as centering. 

2. The other approach considers all candidates as equal but makes decisions on how plausible a candidate is based on different factors. 

Mitkov (1997) compares the performance of these two approaches by constructing algorithms based on the two approaches and using the same factors (parameters) in both. He calls the first approach, which used constraints and preferences the Integrated Approach (IA). The second approach which uses AI uncertainty reasoning approaches, 

is called the URA (Uncertainty Reasoning Approach).

Some of the factors that he uses are

1. Gender and number agreement

2. Syntactic parallelism – Preference is given to antecedents with the same syntactic function as the anaphor.

3. Semantic consistency between the anaphor and antecedent.

4. Semantic Parallelism: Those antecedents are favoured which have the same semantic role as the antecedent.

5. Subjects – The subject of the previous utterance is preferred.

6. Object preference of some verbs

7. Subject preference of some verbs

8. Repetition- repeated NP’s are preferred as antecedents.

He uses 133 occurrences of the pronoun ‘it’ and tests both approaches. He finds that both the IA and URA have comparable performances of 83% and 82%. He then combines both approaches to achieve a better accuracy than both. He concludes that anaphor resolution systems should pay attention not only to the factors used in resolution but also the computational strategy for their application.

2.2 Knowledge-poor Approaches

In recent years, there is a trend towards knowledge-poor approaches that use machine learning techniques. Soon, Ng, Lim (2001) obtained results that were comparable to non-learning techniques for the first time. They resolved not just pronouns but all definite descriptions. They used a small annotated corpus to obtain training data to create feature vectors. These training examples were then given to a machine learning algorithm to build a classifier. The learning method they used is a modification of C4.5 (Quinlan 1993) called C5, a decision tree based algorithm.  An important point to note about their system is that it is an end-to-end system which includes sentence segmentation, part-of-speech tagging, morphological processing, noun phrase identification and semantic class determination. 

The feature vector consists of 12 features. 

1. There were 5 features which indicated the type of noun phrase- definite NP, demonstrative, pronouns, or proper names. 

2. They had a distance feature, which captured the distance between an anaphoric NP and its coreferrent.

3. Number agreement

4. Gender Agreement

5. Semantic class agreement which included basic and limited semantic classes such as male, female, person, organization, location, date, time, money,etc.

6. Features for identification of Proper names such as alias feature, proper-name feature, etc.

7. Appositive Feature

With these features, they achieved a recall of  58.6%, precision of 67.3%, and an F-measure of 62.6% .They evaluated their system on the training and test corpora from MUC-6 and MUC-7. 

They measure the contribution of each of the features to the performance of their system and find out that the features that contribute the most are alias, string_match, and appositive. Alias and string match are features used to determine co-referring definite NP’s, while the appositive feature identifies an appositive construction. All these features are concerned with full NP co-reference. There are almost no features which deal with pronouns specifically, except for the generic number/gender agreement features. The error analysis is also focused only on noun phrase resolution and does not talk about pronouns. The lack of syntactic features, and salience measures for pronoun resolution indicates that the errors in pronoun resolution must be contributing to a lot of the low performance. 

Cardie and Ng (2002) tried to make up for the  lack of linguistically motivated features in Soon, et al.’s  approach. They increased the feature set from 12 to 53. They introduced additional lexical, semantic and knowledge based features, with a large number of additional grammatical features, that included a variety of linguistic constraints and preferences. 

The additional features fall into the following categories

1. Increased lexical features to allow  more complex string matching operations

2. Four new semantic features to allow finer semantic compatibility tests

3. A few positional features that measure distance in terms of number of paragraphs.

4. Most importantly, 26 new features to allow the acquisition of more sophisticated syntactic coreference resolution rules. 

a. NP type

b. Grammatical Role

c. Agreement in number and gender

d. Binding Constraints, etc.

Surprisingly, using these features, precision dropped significantly, especially on common nouns in comparison with pronouns and proper names. In a modified version of the system, they hand selected features out of the original set to increase precision on common nouns. A result of this was that there was an increase in the precision for common nouns but a large drop in precision for pronouns. However, overall, the system with the hand-selected features did considerably better than Soon’s system with 12 features with F-measures of 70.4% for MUC6.

Cardie and Ng 2002 also tried out three extra-linguistic modifications to the Soon Algorithm and got statistically significant improvement in  performance. This supports the Mitkov (1997) results, in the domain of machine learning approaches, showing that co-reference systems can be improved by “the proper interaction of classification, training and clustering  techniques” (Cardie and Ng 2002).
3 Comparison of Approaches

A broad trend seen in the research surveyed is that the older systems dealt with the resolution of  only pronominal anaphors. The new knowledge-poor machine learning approaches are more concerned with the bigger problem of noun phrase coreference resolution. This could be because of the inclusion of this task in the Sixth and Seventh Message Understanding Conferences (MUC-6 and MUC-7), which gave an impetus to research on this problem. 

The knowledge-rich approaches typically use manually preprocessed input data. This preprocessing can take various forms, such as manual removal of pleonastic pronouns, etc. The knowledge-poor systems usually are end-to-end system that automate all the preprocessing stages too such as noun-phrase identification, morphological and semantic class identification, etc. 

Mitkov (2001) holds that inaccuracies in the preprocessing stage in anaphora resolution lead to a significant overall reduction in the performance of the system, for systems that use automated preprocessing. Due to this, it is not entirely fair to compare machine learning approaches that use automated preprocessing with knowledge-based techniques that had the advantage of having manually preprocessed input available. The same holds for comparison between the knowledge-poor approaches and machine learning approaches discussed above.

4 Evaluation of Performance

In the domain of pronoun anaphora resolution, most studies cover different sets of pronouns and anaphors while excluding others. Some cover only anaphors (which point to preceding discourse for their reference), while others also include cataphors (which point to subsequent discourse). They also use different data (from different genres) for evaluation. Due to this, it is difficult to evaluate their comparative performance. To facilitate comparison, Byron (2001) suggests some guidelines for researches to follow while reporting results.

In order to measure how well a technique performs with respect to the ultimate goal of resolving all referential pronouns, she suggests using a metric called the Referential Rate (RR), in addition to the standard ones of Precision and Recall.

RR= C / (T +E)

where 
C= number of pronouns resolved correctly

T = all pronouns in the evaluation set

E= all excluded referential pronouns

Using RR will reward techniques that cover a broad range of pronouns.

She also proposes a standard disclosure format in which:

1. The pronoun types included/excluded in the study are readily apparent

2. Categories and itemized counts of excluded tokens are clearly shown

3. RR can be calculated because the exclusions are enumerated.

Following these guidelines can facilitate a realistic evaluation and comparison of results.

5 Aspect as an indicator of backgrounding or foregrounding

All of the approaches above that have taken into consideration attentional salience as a measure to indicate the likelihood of an NP being referred to by a pronoun, have only used syntactic factors to measure salience. While grammatical role is an important factor in determining salience, there is evidence that some other factors may also play a role. One such factor that is not computationally difficult to measure is aspect. Harris and Bates (2002) show that aspect plays a major role in the the backgrounding or foregrounding (salience) of a nominal.

They examine sentences in which a pronominal appears in a main clause and refers ahead to a full noun phrase that occurs later. They find that there is a statistically significant different in the acceptability of sentences that use some types of aspect such as progressive or pluperfect aspect, than in sentences that do not use this aspect. 

Thus in the following sentences (1), which has a simple past tense in the main clause is less acceptable than (2), which has a progressive aspect. 

(From Harris and Bates (2002))

(1) Hei threatened to leave when Billyi noticed that the computer had died.

(2)
Hei was threatening to leave when Billyi noticed that the computer had died.

In another experiment aimed at studying the informational prominence of subjects in main clauses which have progressive aspect, they gave subject sentences such as (3) and (4) and asked them to orally produce a continuation sentence. The idea behind this experiment was that the more attentionally prominent NP (Jack or Frank) will be more likely used in a following sentence. 

(From Harris and Bates (2002) )

(2) Main Clause, Simple Past Tense Case:

Frank rubbed his tired eyes in fatigue when Jack spotted the car behind a billboard.

(3) Main Clause, Progressive Aspect Case:

Frank was rubbing his tired eyes in fatigue when Jack spotted the car behind a billboard.

(5)
Subordinate Clause Case:

While Frank rubbed his tired eyes in fatigue, Jack spotted the car behind a billboard.

Their results indicated that subjects were more likely to produce a sentence with the second character’s name (Jack), in the case of the subordinate clause sentence (5). This is not surprising since it is well known that the subject of the main clause is more prominent than that subject of a subordinate clause. This information is indeed encoded in some form or the other most NLP systems that we have seen above.

In the main clause case, the subjects were more likely to produce sentences with the first characters name than the second characters name.  Again this is not surprising. However, the progressive aspect condition (4) was significantly different than the simple past tense condition (3), with subjects being more likely to produce a sentence with the second character’s name in the progressive aspect condition than in the simple past tense clause condition. This shows that the aspect of main clause has a significant effect on the prominence of the subject of the main clause- in particular, having a progressive aspect in the main clause lowers the prominence of the main clause subject to lower than that of the subordinate clause subject.

This knowledge source has not been exploited at all in anaphora resolution research. The Bates and Harris (2002) paper only contrasts progressive and simple past tense. However, it is likely that significant differences in information status are seen for other tenses and aspects. 

5 Concluding Remarks and Future Work

While older anaphora resolution systems did not follow a common reporting and evaluation strategy, making it difficult to compare performance in absolute, quantitative terms, newer machine learning techniques have grouped the anaphora resolution problem along with the bigger NP co-reference problem, shifting the focus onto performance of the system as a whole. It appears that end-to-end fully automated systems that focus and evaluate only anaphora resolution techniques are still rare. Cardie and Ng 2000’s results implied that machine learning of anaphoric pronominal reference and NP-coreference resolution may be better treated as separate problems, with a development of different factor sets that are specifically tuned to the two different problems. In addition, most methods use only structural or syntactic considerations while determining the salience of an NP (based on the salience hierarchy of grammatical roles). Bates and Harris (2002)’s findings regarding the role of aspect in backgrounding may provide a further knowledge source that might be worth investigation. It would be interesting to see how much of a performance difference this will cause. 

From a cross-linguistic perspective, anaphora in different languages present very different sorts of challenges. Most of the commonly researched languages such as English, French, Japanese, Spanish have relatively simple anaphoric systems. It will be a challenge to develop NLP system for languages like Icelandic, Marathi, etc. with more complex anaphoric phenomenon.  
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� An R-expression is a referring expression like John, Bill, The dog, etc. which identifies an entity int eh real world. 


� In Binding Theory, distance is measured using the notion of governing category. B is a governing category for A iff B is the minimal category containing A, a governor of A and a subject accessible to A. 


� The detailed algorithm is given in Hobbs 1977 and is not repeated here for lack of space. 
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