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Evaluation

Figure 11: The latency of operations on PlanetLab varies widely depending on the membership and load of a configuration. As an example, this graph illustrates the CDF of the latency for appending 32 KB to logs stored in the system. The table highlights key points in the curves.

<table>
<thead>
<tr>
<th></th>
<th>Min</th>
<th>25%</th>
<th>50%</th>
<th>90%</th>
<th>95%</th>
<th>99%</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latency (s)</td>
<td>1.08</td>
<td>4.41</td>
<td>10.2</td>
<td>63.1</td>
<td>124.5</td>
<td>302.1</td>
<td>615.9</td>
</tr>
</tbody>
</table>
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