1 Lecture Summary

We will look at how to define number theoretic functions and reason about them using mathematical induction. Kleene does this without introducing the notion of types. On the other hand types are just below the surface, and it is easy to make them explicit. Doing this will introduce the notion of types and type theory in a natural and gradual way. We can see from his notation that he intends to reason about the natural numbers. He adopts a very simple notation for the number "constants," namely 0, 0', 0", .... Another common notation for the successor is S(x). In this case the natural numbers are 0, S(S(0)), S(S(S(0))), ... We give this type the name N. It has a simple inductive definition which we can write as

\[
0 \in \mathbb{N}, \quad \frac{n \in \mathbb{N}}{S(n) \in \mathbb{N}}.
\]

Number Theory Axioms

13. \(A(0) & \forall x. (A(x) \Rightarrow A(x')) \Rightarrow A(x)\).
14. \(a' = b' \Rightarrow a = b\).
15. \(\sim (a' = 0)\).
16. \(a = b \Rightarrow (a = c) \Rightarrow b = c\).
17. \(a = b \Rightarrow a' = b'\).
18. \(a + 0 = a\).
19. \(a + b' = (a + b)'\).
20. \(a \times 0 = 0\).
21. \(a \times b' = (a \times b) + a\).

We single out axiom 13, the principle of mathematical induction. We can also write it as

\[A(0) & \forall x. (A(x) \Rightarrow A(x')) \Rightarrow \forall x. A(x)\]

It implicitly conveys typing information which we can make explicit by using the type of natural
numbers \( \mathbb{N} \) and using this typed version of the axiom. This will lead us to talking explicitly about types.

\[
A(0) \& \forall x : \mathbb{N}. (A(x) \Rightarrow A(x')) \Rightarrow \forall x : \mathbb{N}. A(x).
\]

The type of natural numbers also has the rule that \( 0 \in \mathbb{N} \) and that \( n \in \mathbb{N} \iff S(n) \in \mathbb{N} \).

We will examine an example from Kleene showing how to structure proofs as trees using Frege's turnstile symbol, \( \vdash \), separating hypotheses from the goal to be proved, \( H \vdash G \) where the hypotheses \( H \) is a list of labeled formulas and variable declarations, and the goal is a single formula. Such expressions are called sequents. In the Nuprl book they are written as \( H \gg G \). In these notes we use \( x_1 : A_1, \ldots, x_n : A_n \vdash G \). Some formalisms, such as tableaux, allow multiple goals, say \( G_1, \ldots, G_m \), but Nuprl does not.

## 2 Intuitionistic First-Order Logic, iFOL

In his 1908 PhD thesis [1], Brouwer proposed a new interpretation of first-order logic. His idea is that we come to know mathematical truths based on our intuitive experience of the *continuum of time* and how the mind breaks this continuum into the experience of now, before, and after. There is no ideal *Platonic world* in which mathematical statements are either true or false, and that we come to know these truths based on a conception of logic in which every meaningful mathematical statement is either true in the Platonic world or false there. This Platonic view was the prevailing understanding of truth before Brouwer proposed a compelling alternative. He justified his alternative understanding based on how we come to experience mathematical ideas and recognize those constructions which the human mind can grasp and explore. We are not able to experience this Platonic world, yet we can recognize simple logical truths as intuitively true and computationally meaningful in the sense of our mental constructions.

Brouwer gave the interpretation of mathematical truth that Per Martin-Löf writes about in several papers [6, 5]. These ideas are discussed well in our on-line textbook [7]. We will also study the presentation in *On the Meaning of the Logical Constants and the Justification of the Logical Laws* [6]. This semantics is also given in the Nuprl book [4] and in numerous other articles and books [3, 2].

Here is a brief summary of how we covered this topic in Lecture 4 stressing the notion of evidence and presenting the *evidence semantics* from the readings associated with this lecture. We go over the evidence semantics for the first-order logical operators from Kleene and give simple examples.

- the semantics of conjunction: to have evidence for \( A \& B \) is an ordered pair \( \text{pair}(a;b) \) where \( a \) is evidence for \( A \) and \( b \) is evidence for \( B \).
• the semantics of implication: to have evidence for \( A \Rightarrow B \) is to have a computable function \( \text{fun}(x.b(x)) \) such that if \( x \) is evidence for \( A \), then \( b(x) \) is evidence for \( B \).

• the semantics of disjunction \( A \lor B \) is either \( \text{inl}(a) \) where \( a \) is evidence for \( A \) or \( \text{inr}(b) \) where \( b \) is evidence for \( B \). The operator \( \text{inl} \) is mnemonic for \( \text{inject left} \) and \( \text{inr} \) is mnemonic for \( \text{inject right} \). So we are thinking of injecting the evidence into the type of evidence for either the left disjunct or the right disjunct.

• the semantics \( \text{false} \) is the empty type, say \( \text{void} \). This says simply that there is no evidence for \( \text{false} \), so we can never “know it” independent of some assumptions. This leads to a natural computational semantics for negation.

• the semantics of \( \neg A \): to have evidence for the negation of \( A \) is to have a function that can convert any evidence \( a \) for \( A \) into evidence for the empty type, \( \text{void} \). Since there is no evidence for \( \text{void} \), this function tells us that there can be no evidence for \( A \) either, thus we can never know \( A \) to be true.

• the semantics of \( \exists x : D.A(x) \): to have evidence that there is an object of the domain of discourse \( D \), say \( d \) such that we have evidence \( a \) for \( A(d) \).

• the semantics of universal statements \( \forall x : D.A(x) \): to have evidence that for all elements \( d \) of the domain of discourse \( D \) there is evidence for \( A(d) \), we need a function \( \text{fun}(x.a(x)) \) such that for any element \( d \) of \( D \), \( a(d) \) is evidence for the assertion \( A(d) \).

We will know in detail what the evidence is for these statements once we investigate Kleene’s axioms for arithmetic in more detail. We will have evidence for all of these claims.

\[
0 < 1 \land 1 < 2, (x > 0) \Rightarrow ((x \times x) > 0), (0 = 0) \lor (0 = 1), \neg(0 = 1), \forall x : D.(x = 0) \lor (\neg(x = 0))
\]

We now look at the evidence for the induction axiom. Here is the axiom with explicit type information and using \( S(x) \) for the successor operation instead of Kleene’s notation \( x' \).

\[
A(0) \& \forall x : \mathbb{N}.(A(x) \Rightarrow A(S(x))) \Rightarrow \forall x : \mathbb{N}.A(x).
\]

The intuitive computation behind the induction axiom is that we start with evidence for \( A(0) \) which is explicitly given to us in the very first clause, the base case. Call this \( a0 \). The function for extending this evidence is the computational content of the inductive clause \( \forall x : \mathbb{N}.(A(x) \Rightarrow A(S(x))) \). Let us abbreviate the body of this function as \( \text{ind}(x) \). So the induction function is \( \text{fun}(x.\text{ind}(x)) \). We know from the axiom that \( \text{ind}(a0) \) is evidence for \( A(1) \), that is \( \text{ind}(0) \) is evidence for \( A(S(0)) \). Then we see that \( \text{ind}(\text{ind}(0)) \) is evidence for \( A(S(0)) \), that is for \( A(1) \), so we write \( a1 = \text{ind}(a0) \). The evidence for \( A(S(S(0))) \), i.e. for \( A(2) \) is \( \text{ind}^2(a0) \). We can “see” that the nth iteration of \( \text{ind}(x) \) starting at \( a0 \) is evidence for \( A(n) \), that is \( an = \text{ind}^n(a0) \).

We will see the induction axiom at work in the derivation of the integer square root function. Here is a specification of the task.
Theorem/Task: $\forall n : \mathbb{N}. \exists r : \mathbb{N}. (r^2 \leq n \& x < (r + 1)^2)$.

The inductive proof is given in the notes posted with this lecture, and the realizer or program that is extracted from the proof is also given directly from a Nuprl proof. Here is another presentation of the what we call the extract or the program generated from the proof.

$$\lambda n. \text{letrec } \text{sqrt}(n) = \text{if } n = 0 \text{ then } 0 \text{ else let } r2 = \text{sqrt}(x-1) \text{ in let } r3 = r2+1 \text{ in if } x < (r3)^2 \text{ then } r2 \text{ else } r3.$$ 
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