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• A form of captured surface appearance

• Generalization of BRDF from single color to a texture

• Data format like SVBRDF, but philosophically distinct

• Several methods exist for interactive rendering

• Introduced by Dana et al.—Columbia/Utrecht BTF data
data: http://www.cs.columbia.edu/CAVE/software/curet/

• Later implementations: McAllister (SVBRDF) and Uni. Bonn
data: http://sbrdf.cs.unc.edu
data: http://btf.cs.uni-bonn.de
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BRDF requires radiance measurements for a range of viewing/illumination
directions. For each sample and each combination of illumination and
viewing directions, an image from the video camera is captured by the
frame grabber. These images have 640 ! 480 pixels with 24 bits per pixel
(8 bits per RGB channel). The pixel values are converted to radiance values
using a calibration scheme described in Section 2.3. The calibrated images
serve as the BTF measurements and these images are averaged over the
sample area to obtain the BRDF measurements, as illustrated in Figure 3.

The need to vary the viewing and light source directions over the entire
hemisphere of possible directions presents a practical obstacle in the
measurements. This difficulty is reduced considerably by orienting the
sample to generate the varied conditions. As illustrated in Figure 4, the
light source remains fixed throughout the measurements. The light rays
incident on the sample are approximately parallel and uniformly illumi-
nate the sample. The camera is mounted on a tripod and its optical axis is
parallel to the floor of the lab. During measurements for a given sample,
the camera is moved to seven different locations, each separated by 22.5
degrees in the ground plane at a distance of 200cm from the sample. For
each camera position, the sample is oriented so that its normal is directed
toward the vertices of the facets that tessellate the fixed quarter-sphere
illustrated in Figure 4.10 With this arrangement, a considerable number of
measurements are made in the plane of incidence (i.e., illumination direc-
tion, viewing direction, and sample normal lie in the same plane). Also, for
each camera position, a specular point is included where the sample normal
bisects the angle between the viewing and illumination directions. Sample
orientations with corresponding viewing angles or illumination angles
greater than 85 degrees are excluded from the measurements to avoid
self-occlusion and self-shadowing. This exclusion results in the collection of
205 images for each sample with 55 images taken at camera position 1, 48

10The vertices of the quarter sphere shown in Figure 4(a) were obtained by starting with the
two triangles formed by the coordinates (1,0,0), (0,0,1),(0,"1,0), and (0,1,0) and then barycen-
trically subdividing.

Fig. 2. Measurement setup. The equipment consists of a personal computer with a 24-bit
RGB frame grabber, a robot arm to orient the texture samples, a halogen bulb with a Fresnel
lens which produces a parallel beam, a photometer, and a 3-CCD color video camera (not
shown).
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Fig. 7. The collection of 61 real-world surfaces used in the measurements. The name and
number of each sample is indicated above its image. The samples were chosen to span a wide
range of geometric and photometric properties. Different samples of the same type of surfaces
are denoted by letters, for example, Brick_a and Brick_b. Samples 29, 30, 31, and 32 are
close-up views of samples 2, 11, 12, and 14, respectively.
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Figure 5: Capturing the BTF of planar sample using

gonioreflectometer-like setup with a fixed light source, sam-

pleholder and a moving camera.

a surface S:

BTFrgb(x,!i,"i,!r,"r) :=
∫

S
BSSRDFrgb(xi,x,!i,"i,!r,"r)dxi

It this sense the BTF integrates subsurface scattering from

neighboring surface locations, as it is done by existing mea-

surement setups. Nevertheless this definition allows also for

the mathematical interpretation of the BTF as spatially vary-

ing BRDF. The corresponding previous work can be grouped

roughly into two categories.

The first group captures the geometry of a small object

and its reflection properties parameterized over the surface

i.e. the spatially varying BRDF. The works of Furukawa et

al. [FKIS02] and Lensch et al. [LKG∗01] fall into this cat-
egory. They capture the geometry of the object using laser

scanners and take several images under varying light and

viewing conditions. The methods differ in their data repre-

sentation. While Furukawa et al. map the images onto the

triangles of the model and compress the appropriately repa-

rameterized data using tensor product expansion, Lensch et

al. fitted the data to a parametric reflection model. In order to

cope with insufficient sample density they used an iterative

clustering procedure.

The second group aims at capturing the appearance of an

opaque material independently from geometry. These meth-

ods have in common, that they capture the BTF of a pla-

nar material sample. The acquired data can be used instead

of simple 2D-textures and mapped onto arbitrary geometry.

Since this STAR is concerned with BTFs as a generalized

texture representation, in the following these methods are

described in detail.

2.2.1. Gonioreflectometer-like Setup with CCD-Chips

The most common approaches use a gonioreflectometer-like

setup with a CCD-chip instead of a spectrometer in order to

capture the spatial variation of reflection. This approach has

proved to be reliable and several variations of it have been

published. However its drawback are the long measurement

times.

Figure 6: One image of the sample ROUGH PLASTIC from

the CUReT database.

The first measurement system that used such a

gonioreflectometer-like setup as depicted in figure 5 was pre-

sented in the pioneering work of Dana et al. [DvGNK99].

Their system takes 205 images of isotropic materials which

is a too sparse sampling for high-quality rendering, in par-

ticular for rough surfaces and materials with strong specular

pikes. Even though they mentioned the possibility of using

the data for rendering, the original intent of the work was

building up a material database for computer vision related

tasks such as texture recognition, texture segmentation and

shape-from-texture. They measured 61 real-world surfaces

and made them available through the CUReT [Col] database.

Figure 6 shows a sample from the database. Similar, but

improved version of the measuring system were described

in [MLH02] and [HEE∗02]. Some measurements of the
latter system are now also publicly available through the

BTF database Bonn [BTF]. We will describe this system in

greater detail in the following.

Measurement Setup The measurement setup is designed to

conduct an automatic measurement of a BTF that also allows

the automatic alignment and postprocessing of the captured

data. A high-end digital still camera is used as image sensor.

The complete setup, especially all metallic parts of the robot,

are covered with black cloth or matte paint, with strong dif-

fuse scattering characteristics.

The system uses planar samples with the maximum size

of 10× 10 cm. In spite of these restrictions, measurement
of a lot of different material types, e.g. fabrics, wallpapers,

tiles and even car interior materials is possible. As shown

in figure 8, the laboratory consists of a HMI (Hydrargyrum

Medium Arc Length Iodide) bulb, a robot holding the sam-

ple and a rail-mounted CCD camera (Kodak DCS Pro 14N).

Table 1 shows the sampling density of the upper hemisphere

for light and view direction which results in n = 81 unique

c© The Eurographics Association 2004.
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Figure 7: Measured BTF samples; from left to right (top row): CORDUROY, PROPOSTE, STONE, WOOL and WALLPAPER.

Bottom row: perspective views (! = 60," = 144) of the material and sample holder with illumination from (! = 60," = 18).
Note the mesostructure and changing colors.

Figure 8: Measurement setup of the Bonn-System consist-

ing out of an HMI lamp, a CCD camera and a robot with a

sample holder.

directions for camera and light position. Hence, 6561 pic-

tures of a sample are taken.

Figure 7 shows several measured samples. The top row

shows frontal views of the different samples, whereas the

bottom row shows oblique views. In the latter case especially

the mesostructure of the samples becomes visible. Each raw

image is 12 megabytes in size (lossless compression) with a

resolution of 4500× 3000 pixels (Kodak DCR 12-bit RGB
format). With this setup, the measuring time is about 14

hours, where most of the time is needed for the data transfer

from the camera to the host computer.

Calibration To achieve high-quality measurements, the

equipment has to be calibrated.

• To compensate the positioning error due to the robot
and the rail system, one has to track the sample holder

mounted on the robot arm using the camera. Experi-

! [◦] #" [◦] No. of images

0 −∗ 1

15 60 6

30 30 12

45 20 18

60 18 20

75 15 24

Table 1: Sampling of viewing and illumination angles of the

BTF database Bonn. ∗= only one image taken at "= 0◦

ments determined that these errors are small in the de-

scribed setup. Therefore, marker points, which are placed

on the sample holder, are detected only during the post-

processing phase, allowing a software jitter correction.

• A geometric calibration has to be applied to the camera to
reduce geometric distortion, caused by the optical system

of the camera.

• For each sample to be measured, the aperture of the cam-
era is adjusted in such a way that the number of saturated

or dark pixels in the pictures is minimized given a fixed

aperture during the measurement process.

• To achieve the best possible color reproduction, the com-
bination of the camera and the light source has to be color

calibrated. For the measurement of the camera color pro-

file a special CCD-Camera standard card (Gretag Mac-

beth - Color Checker DC) is used.

Data Postprocessing After the measurement the raw im-

age data is converted into a set of rectified, registered im-

ages capturing the appearance of the material for varying

c© The Eurographics Association 2004.
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about the underlying reflectance function of the surface, or
the geometric structure of the texture. This is in contrast to
polynomial texture maps [9], which assume that the surface
has smoothly varying reflectance in compactly representing
and rendering textures with lighting variation only. In [8], a
low order parametric model for reflectance (e.g., Phong [12])
is assumed in recovering the texture’s surface geometry for use
in rendering additional images in a 6-D dataset. This limits the
textures that can be represented to those with well-behaved
surface geometry and reflectance. In [14], 6-D textures are
discretized to a set of representative texture elements for
analysis, thus assuming that textures are made up of a limited
number of such elements. The complete BTF is needed for
synthesis in [14], whereas our method requires only a small
number of coefficient textures and basis vectors to render a
surface under any viewing conditions.

BTF datasets with 6-D variation are inherently large and
require compression to make them tractable for distribution
and use. In [16], 3-D surface light field datasets that ex-
press surface variation across multiple viewpoint images were
compressed using modifications of both principal component
analysis (PCA) and vector quantization (VQ). Notable im-
provement in compressing the data was also achieved using
the BRDF reparameterization in [13]. Similar algorithms using
SVD and tensor product expansions were presented in [11]
and [5] respectively. Interactions between pixels were modeled
in [17] to capture changes in viewpoint. In the aforementioned
algorithms, only viewpoint is addressed while lighting is fixed.
PTMs [9] can be considered as compressing textures with
lighting variation for fixed viewpoint, with the compression
achieved largely by assuming smoothly varying reflectance at
each surface point. In [7], 3-D textons (i.e., feature vectors
computed for each pixel) were used to compress textures
when a limited number of representative texture elements are
sufficient to characterize the entire texture. A statistical repre-
sentation for BTF histograms is derived in [1] for compression
and recognition. However, this method does not maintain the
spatial element of the BTF and so is not useful for synthesis.

The remainder of this paper is organized as follows: Sec-
tion II describes our data acquisition method. Section III
outlines our apparent BRDF representation and associated
texture compression method, and provides analysis of the
compression results. Finally, Section IV describes an extension
to currently existing texture synthesis methods that uses our
BTF representation.

II. 3-D TEXTURE DATA ACQUISITION

Six dimensional BTF datasets were acquired with variation in
viewing and lighting angle, as well as spatial variation within
the image. This was done using the rig shown in Figure 2. An
Adept robot arm moved a white light emitting diode (LED)
over a hemisphere above the surface of the texture sample,
providing two degrees of freedom of lighting variation. The
texture sample was mounted on a pan/tilt head whose axes
intersect at the texture surface, providing two degrees of
freedom in viewpoint. The camera, a 3-chip digital video

camera (Canon XL-1) in our set-up, was fixed for all images
in the dataset. Differently colored squares surround the texture
sample and serve as fiducial points so that correspondence
between texture positions can be found.

Each texture dataset contains about 10,000 color, 480 × 360
images – about 50 times the number of images for a single
sample in the CUReT database [2], as mentioned previously.
This corresponds to a sampling of 20 degrees in both viewing
angles for 90 possible views, and 15 degrees in lighting for 120
possible light source angles. The lighting angle is relative to a
coordinate system attached to each sample. Due to obstructions
of the camera by the robot arm, small portions of the dataset
are unusable. The obstructed images were removed from the
datasets, and replaced with images linearly interpolated from
the closest available samples. Nine distinct samples were
captured - kitchen sponge, lichen, green moss, spanish moss,
velvet, gravel, carpet, faux fur and lego/plastic. Given the
significant effort to acquire these large datasets of images and
their potential usefulness, we are making the datasets freely
available to other researchers.2

Fig. 2. Images of each texture sample were acquired using a 3-chip digital
video camera while a white LED source was moved by an Adept robot arm,
left. The texture sample was mounted on a pan/tilt head that provided the
viewpoint variation. The texture samples were surrounded by a fiducial marker
for use in rectifying the dataset. Three sample images from a raw dataset are
shown.

III. TEXTURE COMPRESSION

To address the storage and distribution issues associated with
such dense BTF datasets, we present a method for texture
compression. Our compression method has the additional
benefit of representing the entire BTF in a low dimensional
space that lends itself easily to pixel by pixel comparisons of
texture elements across all captured conditions.

We first align all of the images in the dataset, establishing
correspondence between texture elements. Each texture image

2Upon publication of this paper, the datasets will be available via our web
site.
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in Figure 5. In each case, a point light source is positioned at
varying distances from the surface.

V. DISCUSSION

We have introduced a new method for effectively represent-
ing and synthesizing textures whose appearance varies with
lighting and viewpoint. Still, there are many directions to
pursue. Our representation was simply integrated into existing
intensity-based 2-D synthesis methods to produce the results
shown here. We are currently working on implementing a near
real-time algorithm that uses the apparent BRDF representa-
tion to synthesize BTFs on arbitrary surfaces. Texture mapping
in general is effective for the interior of an object’s projection,
but fails to capture appearance near the occluding contour,
especially when the texture has relief greater than a pixel.
We hope to overcome this using datasets of curved samples
along with “mixed pixel” representations. While our individual
textures are sampled more finely than those in CUReT [2],
there are fewer distinct textures in our database. With time
the database will be enlarged.
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10surface sample which is on the far end of a tapered kaleidoscope will
be able to see that same surface sample simultaneously from many
different angles. These differently angled views of the surface sample
appear to the camera as different facets of the virtual sphere.

4.2 Illumination

A nice benefit of this approach is that we can also use it as an
illumination technique, using a single projector to illuminate the same
surface sample from many different directions. When we point a
projector down into the tapered kaleidoscope, different pixels of the
projected image will arrive at the sample after having reflected off
the kaleidoscope walls in different ways, and therefore will approach
the sample from various directions. In effect, different regions of the
projected image behave like separate light sources. By keeping only
selected pixels of the projected image bright, we can choose a
particular direction from which to illuminate the sample.

The optical paths of the camera and projector need to be merged
together, so that both can be pointed down into the kaleidoscope. We
do this through the use of a 45° beam splitter. Light from the projector
reflects off this beam splitter down into the kaleidoscope. Light
emerging back out of the kaleidoscope is transmitted through the beam
splitter and is then captured by the camera. This arrangement allows
the projected image to be coaxial with the image seen by the camera.
Figure 2 shows an optical schematic of the device.

4.3 Procedure

Measurement of the surface BTF proceeds by taking a sequence of
successive sub-measurements, one after the other. During each sub-
measurement, exactly one region of the illumination image is bright,
and all others are dark. Because each region of the illumination image
corresponds to a unique sequence of reflections of light off of the
kaleidoscope walls, that region will illuminate the surface sample from
a unique sub-range of incoming light directions. A complete
measurement consists of successive illumination of the sample surface
by each of the illumination regions in turn.

4.4 Advantages

Our approach has a number of advantages in comparison to previous
methods for measuring the BTF.

The new method requires no moving parts, allowing for full
measurement to be performed very quickly. Since no physical
movement is required between sub-measurements, all sub-
measurements are guaranteed to be perfectly registered to one another.
This property allows for a quite significant improvement in accuracy
over previous methods.

The device can be used to measure surfaces in situ, under any lighting
conditions, without relocating the sample from its native setting. For
some site-specific surfaces, such as living human skin, methods in
current use for measuring BTF are simply not viable, since they all
require isolating a sample into a light-controlled environment. Also,
approaches that require the sample to be physically repositioned
between measurements cannot be used to measure loose samples such
as rice, dirt or pebbles.

The new method requires only a single CCD camera or equivalent
image capture device. This property allows the device to be fabricated
at a low cost in comparison with previous methods that require
multiple CCD cameras or equivalent image capture devices.

The new method richly samples the BTF. Even our first prototype
captured 484 illumination/view angle pairs, which exceeds the 205
pairs captured by the technique of Dana et al. [1999].

The technique is also versatile enough to allow the device to be
portable and hand-held; we discuss this further in the future work
section.

All of these qualities make for a valuable new measurement tool, for
use in situations for which current techniques are too bulky or
unwieldy, or are simply impossible. For example, during a motion
picture production, a member of the visual effects crew could use a
device employing our method to measure the BTF of the skin of
various parts of an actor’s face, or the fabric of a costume or couch,
or any prop or desk, wall, or floor surface of the set. With this
information in hand, the appearance of these items can then be
duplicated digitally with highly convincing realism and fidelity. Once
the entire BTF has been captured, the filmmaker is free to make
arbitrary decisions about lighting and camera placement, which the
virtual objects can be synthesized to match.

5 Design Parameters

The kaleidoscope approach to BTF measurement is an extremely
flexible one, with many design parameters to consider, depending on
the objective.

5.1 Choice of the number of sides

In general, the kaleidoscope can be made as a regular polygon of n
sides, for n>=3. We implemented a ray-tracer to better understand
the effects of various values of n (see Figure 3).

It is apparent that not every virtual facet is complete; many are
fragmented, appearing to have real and virtual mirror seams slicing
through them. For simplicity we decided to consider only the un-
fragmented facets as usable data. As a result, the effect of n on
fragmentation is a major factor in kaleidoscope design, since the
proportion of these facets varies with n.

Figure 2: Schematic of optical components
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The value of n also directly determines the shape of the base as the
regular n-gon. However, image processing is most easily performed
on rectangular images, so for any n!=4, we only utilize the area of the
largest inscribable square.

We ultimately focused on the triangular n=3 case, because of its
simplicity in construction, and its highest proportion of whole un-
fragmented facets, though it does compromise on sample area and
capture efficiency.

5.2 Choice of taper angle

Varying the angle of taper also significantly affects what is seen
through the kaleidoscope. Angle of taper refers to the amount that
the kaleidoscope narrows from one end to the other, and is defined as
the tilt angle between the mirrored side and the kaleidoscope’s optical
axis.

A larger taper angle causes each successive reflection to tilt further
away from the surface normal, which produces fewer facets that are
visible before eventually disappearing over the horizon (elevation
exceeds 90°). Conversely, a smaller angle of taper, forming a
kaleidoscope with walls that are more parallel, produces a greater
number of visible facets with finer angular steps. However, capturing
a greater number of facets in a single view results in fewer pixels for
each facet, and thus a reduction in spatial resolution.

We use kaleidoscopes with a relatively large angle of taper (and
correspondingly fewer, larger facets) to capture relief surfaces with
high self-shadowing, such as pebbles, cloth, and jellybeans. This
optimizes for greater spatial resolution within the sample; the tradeoff
is fewer different angular directions. We use tall slender kaleidoscopes
with a smaller angle of taper (and correspondingly more numerous,
smaller facets) to capture shiny surfaces with sharp specular peaks in
reflectance.

We can calculate an optimal taper angle given a desired angular
resolution, and desired final grazing angle.

Ultimately we chose a taper that tilts from vertical angle by 9°. This
provides 4 orders of reflections to the horizon, a final grazing facet
elevation angle of 76°, and 22 complete views of the surface sample,
providing 22² = 484 distinct view/illumination angle pairs. See Figure
4 for a tabulation of the actual angles of this design, along with a
visualization of those spherical coordinates on the unit hemisphere.

5.3 Other physical dimensions

The remaining design parameter decisions consist of determining the
scale of the kaleidoscope that will best: (i) accommodate a surface
sample of a desired size, and (ii) work with a given camera field of
view and projector field of view without the use of any additional
lenses or optics.

Before constructing the device, we created a simple OpenGL-based
visualization tool to balance the various interrelated parameters. This
allowed us to vary, in simulation, taper angle, base patch size,
kaleidoscope height, and field of view and distance of the camera
and the projector.

At this stage we realized that for a given sample size and tilt angle (a
smaller angle produces a larger virtual sphere), the height of the
kaleidoscope (and therefore the bulk and expense of the front-surface
mirrors) is determined by the field of view of the camera and projector:
the kaleidoscope’s height can be reduced if a wider field of view is
used. The camera we used had a vertical field of view of 39°; the
projector had a vertical field of view of 21°. The smaller of these (the
projector) was the limiting factor, which ultimately determined the
kaleidoscope height.

Figure 3: Kaleidoscope simulations for n = { 3, 4, 6 }

Figure 4: Distribution of viewpoint and illumination angles

elevation azimuth
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The kaleidoscope has a triangular base edge length of 4", providing a
maximally inscribed active sample area of 2.3" square, and has a
total height of 14.7". The three trapezoidal front-surface mirrors
needed for this design were cut for us from standard stock by a
professional stained glass cutter.

5.4 Miscellaneous Issues

For the beam splitter, we use an ordinary plate of glass, which has
approximately 96% transmission at a 45° incident angle. Because
the projector has a high luminance, this glass reflects more than
sufficient illumination down into the kaleidoscope.

We found LCD projectors to be unsuitable for our purposes, because
the reflectivity of the beam splitter varied with polarization. For this
reason, our experiments were conducted with a DLP projector, which
provides unpolarized illuminance. The camera was a Canon
PowerShot G1, which has a capture resolution of 2048×1536. We
maintained a small aperture so as to maximize depth of focus.

A large proportion of light was transmitted through the beam splitter,
and ended up being projected onto the wall of our laboratory. Some
of this reflected light made its way back to the beam splitter, and a
small portion of that light was reflected up into the camera. We placed
a matte black surface on the wall, which absorbed almost all of this
unwanted light. The color calibration step compensated for what little
was left.

To maintain precision in the experiments, it was important not to
continually jar the kaleidoscope. For this reason, we installed the entire
apparatus on an optical table. A sample to be measured was first slid
underneath the kaleidoscope, upon a mechanical stage. The stage
was then elevated until the sample was flush with the kaleidoscope
opening. Our laboratory setup is shown in Figure 5.

6 Calibration

6.1 Radiometric Calibration

Deviations in brightness and color balance came from many sources,
including mirror coatings, mirror absorption, and mismatch between
the projector “white” color and the camera “white” color. In our
measurements dichroic mirror coatings caused slight color shifts at

different incident angles, which showed up as variations in hue
between different facets of the virtual sphere.

There was also a dropoff per unit sample area at the outer facets,
simply due to the fact that a tilted facet presents fewer pixels to the
projector. An inherent shortcoming of our method is that both spatial
resolution and brightness drop off at the most extreme angles.

To compensate for all of these deviations, as well as others we might
not have accounted for, we calibrated the device in situ using a Kodak
standard color chart. We needed to do this calibration only once, since
the projector, camera, beam splitter and mirrors all remained
unchanged. Were our experiments to take place over a long time frame,
we expect that we would need to periodically recalibrate to account
for gradual shifts in the projector lamp as it ages.

6.2 Sub-Image Registration and Calibration

We used image processing to identify and extract the many reflected
images of the surface sample. This procedure needed to be performed
only once, using the following in situ calibration:

Figure 6: Two multi-view captures of “jellybeans”, under different
illumination directions

Figure 5: Experimental Setup
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Fig. 12. Cylinders rendered with 2-D texture-mapping (left) and 3-D texture-mapping (right).
From top to bottom, the samples rendered are Sample 28 (crumpled paper), Sample 19 (plush
rug), and Sample 56 (wood).
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These rendered cylinders demonstrate the potential of 3-D texture-
mapping, but there are many unresolved issues. For instance, interpolation
must be done between measured BTF images. Also, seams become a
problem when the sizes of the characteristic texture elements become large

Fig. 11. Cylinders rendered with 2-D texture-mapping (left) and 3-D texture-mapping (right).
From top to bottom, the samples rendered are Sample 11 (plaster), Sample 8 (pebbles), and
Sample 45 (concrete).
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Fig. 11. Cylinders rendered with 2-D texture-mapping (left) and 3-D texture-mapping (right).
From top to bottom, the samples rendered are Sample 11 (plaster), Sample 8 (pebbles), and
Sample 45 (concrete).
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• Dana et al. cylinders are just examples—no general alg.

• Requirement: texture for any view/illum

• Requirement: continuity

• Requirement: fast rendering

• Desirable: conserve texture memory

• Desirable: ability to tile/synthesize on arbitrary surfaces

• Key tool: low-rank approximation
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SVD

• If you are only going to remember one thing 
from linear algebra...
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http://www.uwlax.edu/faculty/will/svd/index.html
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in Figure 5. In each case, a point light source is positioned at
varying distances from the surface.

V. DISCUSSION

We have introduced a new method for effectively represent-
ing and synthesizing textures whose appearance varies with
lighting and viewpoint. Still, there are many directions to
pursue. Our representation was simply integrated into existing
intensity-based 2-D synthesis methods to produce the results
shown here. We are currently working on implementing a near
real-time algorithm that uses the apparent BRDF representa-
tion to synthesize BTFs on arbitrary surfaces. Texture mapping
in general is effective for the interior of an object’s projection,
but fails to capture appearance near the occluding contour,
especially when the texture has relief greater than a pixel.
We hope to overcome this using datasets of curved samples
along with “mixed pixel” representations. While our individual
textures are sampled more finely than those in CUReT [2],
there are fewer distinct textures in our database. With time
the database will be enlarged.
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S ¼ sjs ¼
Xnt

i¼1

aiti; ai 2 R

( )

:

Each element in S is called a surface texton or, simply, a
texton. The inner product in S can be defined using a dot-
product matrix M:

M ¼ ðaijÞnt$nt
; ð2Þ

where aij ¼< vi; vj > , the inner product of the appearance
vectors vi and vj associated with textons ti and tj.

With M in hand, we can easily calculate the inner
product of any pair of vectors in S. Let a ¼

Pnt

i¼1 aiti and
b ¼

Pnt

i¼1 biti be two surface textons in S. Their inner
product is:

< a; b >¼ ða0; a1; . . . ; antÞMðb0; b1; . . . ; bntÞ
T : ð3Þ

As shown in [5], the main advantage of the surface
texton is that we can generate the BTF on an arbitrary
surface by synthesizing a surface texton map. The synthesis
of the surface texton map does not require appearance
vectors. Surface textons play the same role in BTF synthesis
[5] as pixels in color texture synthesis [7], [8], [9]. The pre-
computed dot-product matrix in (3) leads to an efficient
way for computing the distance between two surface
textons and thus significantly reduces the CPU and memory
costs for BTF synthesis. See [5] for further discussions.

3.2 Geometry Maps and PAFs
The second representation that we will need is a factoriza-
tion of the BTF as a sum of products of 2D and 4D functions.
By truncating this sum to a small number of the most
significant terms, we can obtain a BTF approximation that is
easy to render using graphics hardware. A BTF fðx;v; lÞ
may be regarded as a six-dimensional color array, which we
can factorize using singular value decomposition (SVD). We
form this color array as

A ¼
fðx1;v1; l1Þ % % % fðx1;vm; lmÞ

..

. . .
. ..

.

fðxn;v1; l1Þ % % % fðxn;vm; lmÞ

0

B@

1

CA; ð5Þ

where n is the number of pixels of each BTF image, whereas
m is the number of images of the BTF (n & m). Each row of
A corresponds to a PAF at a point on the BTF plane. Each
column of A corresponds to a 2D image of the BTF sample
with fixed viewing and lighting directions.

Applying the SVD to the matrix A, we get A ¼ G!P,
where G and P are, respectively, the left and right eigen
matrix and ! is a diagonal matrix with singular values !1

through !m in decreasing order. If we merge ! into G, then
the BTF becomes a sum of products

fðx;v; lÞ ¼
X

i

giðxÞpiðv; lÞ: ð5Þ

We call each giðxÞ a geometry map and each piðv; lÞ an eigen
PAF. This decomposition is performed for each color
channel.

Fig. 1 exhibits the five most significant geometry maps
and eigen PAFs as images by adjusting their range (which
may include both positive and negative values) to ½0; 255(
and visualizing each four-dimensional PAFs as an array of
2D images. The geometry map is a texture function that is
dependent only on spatial coordinates. The PAF is a
bidirectional function of the viewing and illumination
directions. The patterns in the geometry maps have a very
close relationship with the geometry details in the original
BTF data (see Fig. 2) and it is for this reason we call each
giðx; yÞ a geometry map. Here, “geometry” refers to the
meso-geometry (i.e., geometry detail) instead of the gross
shape of the surface.

Table 1 shows the 10 most significant singular values of
the BTF data “plaster04.” The rapid decrease of the singular
values and the errors indicates that truncating (5) to a few
terms introduces only small approximation errors. If we
keep the most significant k terms in (5), the resulting
summed squared residuals is of the order of

Pm
i¼kþ1 !

2
i .

For the BTF data “plaster04,” we can approximate the BTF
using five terms with less than 2 percent error. The quality of
the 5-term approximation is illustrated in Fig. 2, where we
render theoriginalBTFdata and the5-termapproximationon
the same quadric surface patch using the software rendering
algorithm described in Section 4.1. The renderings of the two
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Fig. 1. The five most significant PAFs (top row) and the corresponding geometry maps (bottom row) of the BTF data “plaster04.” As Table 1 shows,
the singular value decreases from (a) to (e). A 4D PAF is packed into a 2D image consisting of a 2D array of subimages in which each row
corresponds to a change in the lighting direction and each column corresponds to a change in the viewing direction. The azimuth angle is the faster
changing parameter in each row and column.
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Figure 2: Comparing simple texture mapping and rendering from a sampled BTF

Figure 3: The parameters of general light-material interac-

tion

According to this description, the reflection of light is a

process involving 12 parameters! Since the measurement of

a 12-dimensional function is currently not practical, addi-

tional simplifying assumptions have to be made. Typically

these are the following:

• light transport takes zero time (ti = tr)

• reflectance behavior of the surface is time invariant (t0 =
ti = tr)

• interaction does not change wavelength (!i = !r)

• wavelength is discretized into the three color bands red,
green and blue (consider only !r,g,b)

We now have arrived at an 8-dimensional function, which is

called the bidirectional surface scattering distribution func-

tion (BSSRDF) [NRH∗77]. It describes the light transport

between every point on the surface for any incoming and

outgoing direction. Figure 4 shows further simplifications of

the BSSRDF by fixing some of the parameters. For these

simpler models measurement systems have been proposed

and since this work is related to BTF-measurement, a short

overview over some of this work is given in the following.

Inclusion of Subsurface Scattering Assuming a homo-

geneous material yields the BSSDF for which Jensen et

al. [JMLH01] designed a practical model based on a dipole

approximation. They derived the parameters of this model

(absorption cross section "a and reduced scattering cross

section "′
s) from a single HDR-image. They achieved good

results for materials like marble and even fluids like milk.

Recently Goesele et al. [GLL∗04] presented a measurement
setup for translucent inhomogeneous objects which takes

multiple images of an object illuminated with a narrow laser

beam. They had to assume diffuse surface reflection and

strong subsurface scattering because they did not measure

the angular dependency.

Uniform and Opaque Materials For many applications it

is convenient to drop spatial dependence and consider re-

flection taking place on an infinitesimal surface element.

This process is described by the 4-dimensional BRDF and

the classical measurement device for this quantity is the

gonioreflectometer which samples the angular dependency

sequentially by positioning a light source and a detector

at various directions from the sample [NRH∗77]. Several
methods attempted to reduce measurement times by exploit-

ing CCD-chips for taking several BRDF-samples at once.

Ward [War92] used a hemispherical half-silvered mirror and

c© The Eurographics Association 2004.

[Müller et al. 2004] 
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Sattler, Sarlette and Klein / Efficient and Realistic Visualization of Cloth 11

Figure 13: Result images. Top row (from left to right): CORDUROY sample in Kitchen and RNL environment, PROPOSTE in

Kitchen; next row: PROPOSTE in building, WALLPAPER with point light source and STONE in Uffizi. Next row: WOOL and

CORDUROY with avatar at Beach, with point light source and in Uffizi. Bottom row: WOOL sample in Grace environment, left

using BTF data, right normal texturing. Notice the angular illumination dependence.

submitted to Eurographics Symposium on Rendering 2003

[Sattler et al. 2003] 

Lecture 18 •  Cornell CS569 Spring 2008

BTF rendering by whole-matrix PCA

19

geometry complexities with a 5-term approximation of the
BTF data “plaster04.”

We also implemented our hardware accelerated BTF

rendering algorithm on the ATI Radeon 9700 graphics card.

Some of the latest rendering results are shown in Fig. 14,

Fig. 15, Fig. 16, and Fig. 17. In these figures, the BTFs are

first synthesized onto the target model using the synthesis
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Fig. 10. Quality of surface BTF synthesized with N-term approximations
for the BTF data “hole.” (a) uses the original BTF data. (b), (c), (d) use 6,
12, 40-terms approximations, respectively. The synthesized results are
visualized with the same view and light settings.

Fig. 11. Surface BTF synthesis result with the BTF data “hole” using the
algorithm described in Section 3.3. Some images were rendered with
the same view point but different lighting.

Fig. 12. Surface BTF synthesis result with the BTF data “bean” using the
algorithm described in Section 3.3. Some images were rendered with
the same view point but different lighting.

Fig. 13. Hardware-accelerated rendering of BTF on a parametric
surface. The image size is about 550! 450. The model consists of
784 vertices and 1,458 triangles.

[Liu et al. 2004] 


