
ⓘ





•

–

•

•

•

•

https://apps.engineering.cornell.edu/CourseEval/
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http://go/im2depth
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https://diode-dataset.org/
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[Snavely, Seitz, Szeliski. Photo Tourism. SIGGRAPH 2006]
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Input Ground truth Predicted depth
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https://shihmengli.github.io/3D-Photo-Inpainting/




Stereo Photography



Stereo Photography

Viewing Devices



Queen Victoria at World Fair, 1851

Stereo Photography



Stereo Photography



Issue: Narrow Baseline

~1.5 cm~6.5 cm



Left



Right





Problem Statement 

View Synthesis

model

…

Output

…

Output Input



Challenges

……
InputOutput Output

Extrapolation

Large disocclusion

Non-Lambertian Effects

Reflections, transparencies, etc.



Prior Methods: No Shared Scene Representation

Input views

Neural Net

Output views

[Flynn et al., 2015]

[Kalantari et al. 2016]



Input views

Neural Net

Output views

Prior Methods: No Shared Scene Representation

[Flynn et al., 2015]

[Kalantari et al. 2016]



Input views

Neural Net

Output views

…

Rendered 

independently

Prior Methods: No Shared Scene Representation

[Flynn et al., 2015]

[Kalantari et al. 2016]



Input views

Scene

Representation

Ours: Shared Scene Representation

Neural Net

Output views

…



Stereo Magnification: Learning View 
Synthesis using Multiplane Images

Tinghui Zhou, Richard Tucker, John Flynn, Graham Fyffe, 
Noah Snavely

SIGGRAPH 2018



Multiplane Camera (1937)

Image credits: Disney https://www.youtube.com/watch?v=kN-eCBAOw60 (from 1957)

https://www.youtube.com/watch?v=kN-eCBAOw60


Multiplane Images (MPIs)

Reference 

Viewpoint

Each plane is at a fixed 

depth and encoded by 

an RGBA image



View Synthesis using Multiplane Images

Reference 

Viewpoint

Homography

Target

Viewpoint

Over



View Synthesis using Multiplane Images

Reference 

Viewpoint

Homography

Target

Viewpoint

Over

Synthesized image







• Models disocclusion

• Models soft edges and 

non-Lambertian effects

• Efficient for view synthesis

• Differentiable rendering

Properties of Multiplane Images



Learning Multiplane Images

Input views

Multiplane Image

Alpha

RGB

Neural net



Learning Multiplane Images

Input views

Rendered views

…

Ground-truthMultiplane Image

Alpha

RGB

Neural net



Training Data

…

Input views Target view

( )

( )

( )

,

,

,

Need massive set of 
triplets with known 

camera poses







https://google.github.io/realestate10k/


Sampling Training Examples

… …

Input TargetInput
(Extrapolated)



Sampling Training Examples

… …

InputTargetInput
(Interpolated)



Results



Left



Right



Output



Image 1



Image 2



Output



Reference input view

Plane 0

Plane 13

Plane 9

Plane 16

Plane 24 Plane 26





1.4 cm 6.3 cm

Extrapolating Cellphone Footage
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https://www.matthewtancik.com/nerf






https://nex-mpi.github.io/


https://nerf-w.github.io/
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https://www.balletforadults.com/back-to-basics-the-five-positions-of-the-arms/
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