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Readings

• Neural networks

– http://cs231n.github.io/neural-networks-1/

– http://cs231n.github.io/neural-networks-2/

– http://cs231n.github.io/neural-networks-3/

– http://cs231n.github.io/neural-networks-case-
study/

• Convolutional neural networks

– http://cs231n.github.io/convolutional-networks/

http://cs231n.github.io/neural-networks-1/
http://cs231n.github.io/neural-networks-2/
http://cs231n.github.io/neural-networks-3/
http://cs231n.github.io/neural-networks-case-study/
http://cs231n.github.io/convolutional-networks/


Announcements

• Project 4 (Stereo) due this Thursday, April 26, 
2018, by 11:59pm

• Quiz 3 in class, Monday, 4/30, first 10 minutes 
of class

• Final exam in class, May 9

– Will provide some study materials



Today

• Neural networks

• Convolutional neural networks

• Next time: how to train neural networks 
(stochastic gradient descent via 
backpropagation)



Neural networks



Neural networks



Neural networks

(100 x 3072 matrix)
(10 x 100 matrix)

100D intermediate 
vector



Neural networks

• Total number of weights to learn: 

3,072 x 100 + 100 x 10 = 308,200



Neural networks



Writing a 2-layer neural net

We’ll talk about this 
backwards pass later. 

Involves pushing 
gradients backwards



Neural networks

• Very coarse generalization:

– Linear functions chained together and separated 
by non-linearities (activation functions), e.g. “max”

– Why separate linear functions with non-linear 
functions?

– Very roughly inspired by real neurons





Neural network architecture

• Computation graph for a 2-layer neural 
network 

Neuron or unit



• Deep networks typically have many layers and 
potentially millions of parameters



Deep neural network

• Inception network (Szegedy et al, 2015)

• 22 layers









Questions?



Convolutional neural networks







Hinton and Salakhutdinov. Reducing the Dimensionality of Data with 
Neural Networks. Science, 2016.























Convolutional neural networks

• Version of deep neural networks designed for 
signals

– 1D signals (e.g., speech waveform)

– 2D signals (e.g., image)



Motivation – Feature Learning



Recap: Life Before Deep Learning

Input  

Pixels

Extract  

Hand-Crafted 

Features

Figure: Karpathy 2016

Concatenate into  

a vector x

SVM

Linear  

Classifier

Ans



Slide from Karpathy 2016

Q: What would be a

very hard set of classes  

for a linear classifier to  

distinguish?

(assuming x = pixels)

Why use features?
Why not pixels?



Linearly separable classes



The last layer of (most) CNNs are 
linear classifiers

Input  

Pixels

Ans

Perform everything with a big neural  

network, trained end-to-end

This piece is just a linear classifier

Key: perform enough processing so that by the time you get  

to the end of the network, the classes are linearly separable

(GoogLeNet)



Example: Visualizing AlexNet in 2D with t-SNE

[Donahue, “DeCAF: DeCAF: A Deep Convolutional …”, arXiv 2013](2D visualization using t-SNE)

Linear  

Classifier



Convolutional neural networks

• Layer types:

– Fully-connected layer

– Convolutional layer

– Pooling layer













Number of weights: 5 x 5 x 3 + 1 = 76
(vs. 3072 for a fully-connected layer)
(+1 for bias)









(total number of parameters: 6 x (75 + 1) = 456)





























































https://cs.stanford.edu/people/karpathy/convnetjs/demo/cifar10.html

https://cs.stanford.edu/people/karpathy/convnetjs/demo/cifar10.html




Next time: Backpropagation

This is the backwards 
pass. We compute it 

with backpropagation



Questions?


