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Readings

• Image classification: 

– http://cs231n.github.io/classification/

• Linear classification and loss functions: 

– http://cs231n.github.io/linear-classify/

• Optimization

– http://cs231n.github.io/optimization-1/

– http://cs231n.github.io/optimization-2/

http://cs231n.github.io/classification/
http://cs231n.github.io/linear-classify/
http://cs231n.github.io/optimization-1/
http://cs231n.github.io/optimization-2/


Announcements

• Project 4 (Stereo) is out, due Thursday, April 
26, 2018, by 11:59pm

– To be done in groups of two

• Quiz 3 in class, Monday, 4/30, first 10 minutes 
of class

• Final exam in class, May 9



The story so far

We also learned about other data losses, e.g. 
the “softmax” loss
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Computation graphs



(a much bigger computation graph)



How do we set the weights?

• Need to solve an optimization problem:
– Find the weights W that minimize the training loss L

• In general this is a non-linear, non-convex 
problem
– Closed-form solvers do not generally exist, unlike 

with e.g. least squares problems

– Might not find the globally optimal weights

• (Side note: some learning problems, such as 
linear SVMs, do have convex loss functions)



Strategy #1: A bad idea: Random search





Strategy #2: Follow the slope
(aka Gradient Descent)



Gradient descent: walk in the direction opposite gradient
• Q: How far?
• A: Step size: learning rate
• Too big: will miss the minimum
• Too small: slow convergence





















But the loss is just a function of W!



But the loss is just a function of W!







Questions?





Gradient descent in action



Analytic Gradient

Full gradient is the sum of all Lis over all training examples xi

Single term of SVM (hinge) data loss:



Gradient Descent





Interactive Web Demo

http://vision.stanford.edu/teaching/cs231n-demos/linear-classify/

http://vision.stanford.edu/teaching/cs231n-demos/linear-classify/








Questions?



Where are we?

• Classifiers: SVM vs. Softmax

• Gradient descent to optimize loss functions

– Batch gradient descent, stochastic gradient 
descent

– Momentum

– Numerical gradients (slow, approximate), analytic 
gradients (fast, error-prone)





















Questions?



Next: Neural networks


