Overview of Lecture

**Introduction to the network layer**
- Classic view of network layer
  - OSI stack
- Classic view no longer (never was?) accurate
- End-to-end argument
- Internet components (hosts, routers, links, etc.)
- Protocol layering fundamentals
- IP, UDP, TCP, pros and cons, SCTP
- Ethereal---nice protocol monitoring and debugging tool
- Naming: Taxonomy, DNS, URIs
Who recognizes this?

```c
int sockfd;
struct sockaddr_in addr;

addr.sin_family = AF_INET;
addr.sin_addr.s_addr = inet_addr(SERV_HOST_ADDR);
addr.sin_port = htons(SERV_TCP_PORT);

sockfd = socket(AF_INET, SOCK_STREAM, 0);
connect(sockfd, (struct sockaddr *) &addr, sizeof(serv_addr));
do_stuff(stdin, sockfd);
```

Classic view of network API

- Start with host name (maybe)
Classic view of network API

- Start with host name
- Get an IP address

foo.bar.com
gethostbyname()
10.5.4.3

sock_id
socket();connect();...
Classic view of network API

- Start with host name
- Get an IP address
- Make a socket (protocol, address)
- Send byte stream (TCP) or packets (UDP)

Classic approach “broken” in many ways

- IP address different depending on who asks for it
- Address may be changed in the network
- IP address may not be reachable (even though destination is up and attached)
  - Or may be reachable by you but not another host
- IP address may change in a few minutes or hours
- Packets may not come from who you think (network caches)
Classic OSI stack

Useful abstraction or outdated and misleading?
Ethernet? Bridged Ethernet?
XML? HTTP?

Example Microsoft VPN stack (PPTP)

- Application
- TCP
- IP
- PPP
- L2TP
- UDP
- IPsec
- IP
- PPP
- PPPoE
- Ethernet
**Example Microsoft VPN stack**

<table>
<thead>
<tr>
<th>Application</th>
<th>TCP</th>
<th>IP</th>
<th>PPP</th>
<th>L2TP</th>
<th>UDP</th>
<th>IPsec</th>
<th>IP</th>
<th>PPP</th>
<th>PPPoE</th>
<th>Ethernet</th>
</tr>
</thead>
</table>

The link layer

---
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- **A tunnel**
- **A logical link layer**
- **The link layer**

- **A security layer**
- **A tunnel**
- **A logical link layer**
- **The link layer**
Example Microsoft VPN stack

- Application
  - TCP
  - IP
  - PPP
  - L2TP
  - UDP
  - IPsec
  - IP
  - PPP
  - PPPoE
  - Ethernet

- The link layer
- A logical link layer
- A security layer
- A tunnel
- A network abstraction that Microsoft finds convenient
- The actual end-to-end network and transport layers
### Example Microsoft VPN stack

<table>
<thead>
<tr>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCP</td>
</tr>
<tr>
<td>IP</td>
</tr>
<tr>
<td>PPP</td>
</tr>
<tr>
<td>L2TP</td>
</tr>
<tr>
<td>UDP</td>
</tr>
<tr>
<td>IPsec</td>
</tr>
<tr>
<td>IP</td>
</tr>
<tr>
<td>PPP</td>
</tr>
<tr>
<td>PPPoE</td>
</tr>
<tr>
<td>Ethernet</td>
</tr>
</tbody>
</table>

**TCP:** Transport Control Protocol  
**IP:** Internet Protocol  
**PPP:** Point-to-Point Protocol  
**L2TP:** Layer 2 Tunneling Protocol  
**UDP:** User Datagram Protocol  
**IPsec:** Secure IP  
**PPPoE:** PPP over Ethernet

### What can we learn from this?

- That the internet is a mature technology  
  - Kludges on kludges
What can we learn from this?

- That the internet is a mature technology
  - Kludges on kludges
- Having the biggest company isn’t good enough for Bill

- That the end-to-end argument actually works!

---

<table>
<thead>
<tr>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCP</td>
</tr>
<tr>
<td>IP</td>
</tr>
<tr>
<td>PPP</td>
</tr>
<tr>
<td>L2TP</td>
</tr>
<tr>
<td>UDP</td>
</tr>
<tr>
<td>IPsec</td>
</tr>
<tr>
<td>IP</td>
</tr>
<tr>
<td>PPP</td>
</tr>
<tr>
<td>PPPoE</td>
</tr>
<tr>
<td>Ethernet</td>
</tr>
</tbody>
</table>
What is the end-to-end argument?

In a nutshell: If you want something done right, you gotta do it yourself

“End-To-End Arguments In System Design”, Saltzer, Reed, Clark, ACM Transactions on Computer Systems, 1984

End-to-end argument is mostly about reliability

- Early 80’s: industry assumed that the network should do everything
  - Guaranteed delivery, sequencing, duplicate suppression
  - If the network does it, the end system doesn’t have to
  - X.25, for example
The network doesn’t always work right

- Applications had to check to see if the network really did its job...
  - ... and repair the problem if the network didn’t do its job
- End-to-end insight:
  *If the application has to do it anyway, why do it in the network at all?*
- Keep the network simple

So when should the network do more?

- When you get performance gains
  - Link-level retransmissions over a lossy link are faster than E2E retransmissions
- Also
  - When the network doesn’t trust the end user
    - Corporation or military encrypt a link because the end user might not do it
  - Some things just can’t be done at the end
    - Routing algorithms
    - Billing
    - User authentication
Fate sharing: a stronger statement of end-to-end

- If the network has no state, network failures won’t screw you
- Keep the state in the same box as the application
  - The fate of the communications is shared with the fate of the application

---

God, Motherhood, Apple Pie, and the E2E Principle

- E2E followed with religious fervor in IETF
- Often applied to addressing, which has nothing to do with the original E2E argument
  - Reaction to NAT was to fix the network (IPv6), *actively discourage* “fixing” the host
  - Laudable goal, but in a way opposite of E2E “spirit”
- Sometimes performance hurt in deference to E2E
  - Compression of Voice over IP (RTP, Real Time Protocol)
  - Mobile IP
E2E vs. fault tolerance vs. high availability

- E2E says minimize the number of boxes with state
  - Two endpoints = two boxes with state
- Fault tolerance says maximize the number of boxes with (the same) state
  - Five boxes, four can crash
- High available requires performance, which means fewer stateful boxes
  - While still achieving fault tolerance . . .

Network components

**Host**: Source and sink of IP packets

**Point to point link**: link with two nodes (router or host)

**Router**: Forwards IP packets

**Broadcast link**: link with multiple nodes
Network components

- **Network**: Collection of hosts, links, and routers
- **Site**: Stub network, typically in one location and under control of one administration
- **Firewall/NAT**: Box between the site and ISP that provides filtering, security, and Network Address Translation
- **ISP**: Internet Service Provider. Transit network that provides IP connectivity for sites
- **Backbone ISP**: Transit network for regional ISPs and large sites
- **Inter-exchange (peering point)**: Broadcast link where multiple ISPs connect and exchange routing information (peering)
- **Hosting center**: Stub network that supports lots of hosts (web services), typically with high speed connections to many backbone ISPs.
- **Bilateral peering**: Direct connection between two backbone ISPs

Internet topology

IXs came first

IXs tend to be performance bottlenecks

Hosting centers and bilateral peering are a response to poor IXs
Protocol layering

- Communications stack consists of a set of services, each providing a service to the layer above, and using services of the layer below
  - Each service has a programming API, just like any software module
- Each service has to convey information one or more peers across the network
- This information is contained in a header
  - The headers are transmitted in the same order as the layered services

Protocol layering example

Browser process:
- HTTP
- TCP
- IP
- Link1

Web server process:
- HTTP
- TCP
- IP
- Link1

Router:
- IP
- Link1
- Link2

Physical Link 1:
- Link1

Physical Link 2:
- Link1
Protocol layering example

Browser wants to request a page. Calls HTTP with the web address (URL).
HTTP’s job is to convey the URL to the web server.
HTTP learns the IP address of the web server, adds its header, and calls TCP.

TCP’s job is to work with server to make sure bytes arrive reliably and in order.
TCP adds its header and calls IP.
(Before that, TCP establishes a connection with its peer.)
Protocol layering example

IP’s job is to get the packet routed to the peer through zero or more routers. IP determines the next hop from the destination IP address. IP adds its header and calls the link layer (i.e. Ethernet) with the next hop address.

The link’s job is to get the packet to the next physical box (here a router). It adds its header and sends the resulting packet over the “wire”.

Physical Link 1  Physical Link 2
The router’s link layer receives the packet, strips the link header, and hands the result to the IP forwarding process.

The router’s IP forwarding process looks at the destination IP address, determines what the next hop is, and hands the packet to the appropriate link layer with the appropriate next hop link address.
Protocol layering example

The packet goes over the link to the web server, after which each layer processes and strips its corresponding header.

Basic elements of any protocol header

- **Demuxing field**
  - Indicates which is the next higher layer (or process, or context, etc.)

- **Length field or header delimiter**
  - For the header, optionally for the whole packet

- Header format may be **text** (HTTP, SMTP (email)) or **binary** (IP, TCP, Ethernet)
Demuxing field examples

- Ethernet: Protocol Number
  - Indicates IPv4, IPv6, (old: Appletalk, SNA, Decnet, etc.)
- IP: Protocol Number
  - Indicates TCP, UDP, SCTP
- TCP and UDP: Port Number
  - Well known ports indicate FTP, SMTP, HTTP, SIP, many other applications
  - Dynamically negotiated ports indicate specific processes (for these and other protocols)
- HTTP: Host field
  - Indicates "virtual web server" within a physical web server
  - (Well, more like an identifier than a demuxing field)

UDP/TCP application process selection

- **Unicast** application process is selected by the complete 5-tuple, consisting of:
  - Source and Dest IP address
  - Source and Dest port
  - IP protocol
  - Ex: an FTP server may have concurrent transfers to the same client. Only the source port will differ.
- **Multicast** application process is selected by a 3-tuple: Dest IP address and UDP port, and IP protocol
  - Because it is multicast, UDP may select multiple processes
Typical server incoming connection processing

Client Host

SA=C, DA=S, P=TCP, SP=5000, DP=23

Server Host

Listening Process

Client Process1

TCP

Server Process1

TCP

fork

TCP
Typical server incoming connection processing

Client Host

<table>
<thead>
<tr>
<th>Client Process1</th>
<th>TCP</th>
<th>Server Host</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Listening Process</td>
</tr>
<tr>
<td></td>
<td></td>
<td>fork</td>
</tr>
</tbody>
</table>

Server Host

<table>
<thead>
<tr>
<th>Server Process1</th>
</tr>
</thead>
<tbody>
<tr>
<td>SA=C, DA=S, P=TCP, SP=5000, DP=23</td>
</tr>
</tbody>
</table>

Client Host

<table>
<thead>
<tr>
<th>Client Process2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Server Host

<table>
<thead>
<tr>
<th>Server Process1</th>
</tr>
</thead>
<tbody>
<tr>
<td>SA=C, DA=S, P=TCP, SP=5001, DP=23</td>
</tr>
</tbody>
</table>

Client Host

<table>
<thead>
<tr>
<th>Client Process1</th>
<th>TCP</th>
<th>Server Host</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Listening Process</td>
</tr>
<tr>
<td></td>
<td></td>
<td>fork</td>
</tr>
</tbody>
</table>

Server Host

<table>
<thead>
<tr>
<th>Server Process1</th>
</tr>
</thead>
<tbody>
<tr>
<td>SA=C, DA=S, P=TCP, SP=5000, DP=23</td>
</tr>
</tbody>
</table>

Client Host

<table>
<thead>
<tr>
<th>Client Process2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Server Host

<table>
<thead>
<tr>
<th>Server Process1</th>
</tr>
</thead>
<tbody>
<tr>
<td>SA=C, DA=S, P=TCP, SP=5001, DP=23</td>
</tr>
</tbody>
</table>

Client Host

<table>
<thead>
<tr>
<th>Client Process1</th>
<th>TCP</th>
<th>Server Host</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Listening Process</td>
</tr>
<tr>
<td></td>
<td></td>
<td>fork</td>
</tr>
</tbody>
</table>

Server Host

<table>
<thead>
<tr>
<th>Server Process1</th>
</tr>
</thead>
<tbody>
<tr>
<td>SA=C, DA=S, P=TCP, SP=5000, DP=23</td>
</tr>
</tbody>
</table>

Client Host

<table>
<thead>
<tr>
<th>Client Process2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Server Host

<table>
<thead>
<tr>
<th>Server Process1</th>
</tr>
</thead>
<tbody>
<tr>
<td>SA=C, DA=S, P=TCP, SP=5001, DP=23</td>
</tr>
</tbody>
</table>
IP (Internet Protocol)

- Three services:
  - **Unicast**: transmits a packet to a specific host
  - **Multicast**: transmits a packet to a group of hosts
  - **Anycast**: transmits a packet to one of a group of hosts (typically nearest)
- Destination and source identified by the IP address (32 bits for IPv4, 128 bits for IPv6)
- All services are unreliable
  - Packet may be dropped, duplicated, and received in a different order

IP address

- The raison d'être for the IP packet
- Both source and destination address may be modified in transit
  - By NAT boxes
  - But even so, sending a packet back to the source IP address will get the packet there
  - Unless source address is spoofed, which can easily be done
- IP (unicast) address is hierarchical, but host can treat it as a flat identifier
  - (almost...needs to know network mask)
  - Can’t tell how close or far a host is by looking at its IP address
IP(v4) address format

- In binary, a 32-bit integer
- In text, this: “128.52.7.243”
  - Each decimal digit represents 8 bits (0 – 255)
- “Private” addresses are not globally unique:
  - Used behind NAT boxes
  - 10.0.0.0/8, 172.16.0.0/12, 192.168.0.0/16
- Multicast addresses start with 1110 as the first 4 bits (Class D address)
  - 224.0.0.0/4
- Unicast and anycast addresses come from the same space

UDP (User Datagram Protocol)

- Runs above IP
- Same unreliable service as IP
  - Packets can get lost anywhere:
    - Outgoing buffer at source
    - Router or link
    - Incoming buffer at destination
- But adds port numbers
  - Used to identify “application layer” protocols or processes
- Also a checksum, optional
TCP (Transmission Control Protocol)

- Runs above IP
  - Port number and checksum like UDP
- Service is in-order byte stream
  - Application does not absolutely know how the bytes are packaged in packets
- Flow control and congestion control
- Connection setup and teardown phases
- Can be considerable delay between bytes in at source and bytes out at destination
  - Because of timeouts and retransmissions
- Works only with unicast (not multicast or anycast)

UDP vs. TCP

- UDP is more real-time
  - Packet is sent or dropped, but is not delayed
- UDP has more of a “message” flavor
  - One packet = one message
  - But must add reliability mechanisms over it
- TCP is great for transferring a file or a bunch of email, but kind-of frustrating for messaging
  - Interrupts to application don’t conform to message boundaries
  - No “Application Layer Framing”
- TCP is vulnerable to DoS (Denial of Service) attacks, because initial packet consumes resources at the receiver
SCTP (Stream Control Transmission Protocol)

- IETF standard
- Overcomes many limitations of TCP
  - Motivation is SS7 signaling over IP
  - Probably over-designed
- Message oriented—supports message framing
- Multiple streams for a given session
  - Interruption in one stream does not affect the others
- Cookie mechanism for DoS attacks
- By no means universally available

Ethereal

- Great open-source tool for understanding and debugging protocol behavior
- [www.etherreal.com](http://www.etherreal.com)
- Features:
  - Trace packets over the wire
  - Sophisticated filtering language
  - Display contents of each protocol
  - Dump contents into file
  - Display TCP conversation
Captured Frames

TCP conversation
Supports these 340 protocols

TCP, UDP, IP provide a nice set of basic tools

But problems/limitations exist

- IP has been compromised by NAT, can’t be used as a stable identifier
- Firewalls can block communications
- TCP has vulnerabilities
- Network performance highly variable

Next lecture we’ll look at other forms of naming and identification

Help overcome limitations of IP
“Any problem in computer science can be solved with another layer of indirection”

David Wheeler

Naming is a layer of indirection

What problems does it solve?
- Makes objects human readable
- Hides complexity and dynamics
  - Multiple lower-layer objects can have one name
  - Changes in lower-layer objects hidden
- Allows an object to be found in different ways
  - One object can have multiple names
Names map to objects through a resolution service

Identifiers and Locators

- A name is always an *identifier* to a greater or lesser extent
  - Can be persistent or non-persistent
  - Can be globally unique, locally unique, or even non-unique
- If a name has structure that helps the resolution service, then the name is also a *locator*
Naming in networks

DNS names map into addresses

- Hierarchical
- User-friendly
- Location independent
- But not org independent
Addresses map into routes

IP address (128.94.2.17)  Routing algorithm (BGP, OSPF, RIP)

One-to-many

- Hierarchical
- Location Dependent
- Non-unique
- Can change often
- Refers to an interface, not a host

Routes get packets to interfaces

- A path
- Source dependent
- Can change often
DNS names and IP addresses are identifiers and locators

- Both are typically non-persistent
- Private IP addresses identify only in the context of an IP realm
- Domain names are good identifiers
  - woodstock.cs.cornell.edu identifies a host
  - www.cnn.com identifies a service
- URLs are good identifiers

Domain Name System (DNS)

- Distributed directory service
- Hierarchical name space
- Each level separated by ‘.’
  - Analogous to ‘/’ separator in file systems
- One global root
  - Replicated across <20 root servers!
  - There have been Denial of Service (DoS) attacks on these root servers, none real successful
  - Because of caching, queries to root servers relatively rare
- DNS maybe only global directory service???
DNS is simple but powerful

- Only one type of query
  - Query(domain name, RR type)
    - Resource Record (RR) type is like an attribute type
  - Answer(values, additional RRs)
- Limited number of RR types
- Hard to make new RR types
  - Not for technical reasons…
  - Rather because each requires global agreement

DNS is the core of the Internet

- Global name space
  - Can be the core of a naming or identifying scheme
- Global directory service
  - Can resolve a name to nearly every computer on the planet
Important DNS RR types

- **NS**: Points to next Name Server down the tree
- **A**: Contains the IP address
  - **AAAA** for IPv6
- **MX**: Contains the name of the mail server
- Service-oriented RR types
  - **SRV**: Contains addresses and ports of services on servers
    - One way to learn what port number to use
  - **NAPTR**: Essentially a generalized mapping from one name space (i.e. phone numbers) to another (i.e. SIP URL)

DNS tree structure

```plaintext
edu. com. jp. us.
cornell.edu. cmu.edu. mit.edu.
cs.cornell.edu. eng.cornell.edu.

foo.cs.cornell.edu A 10.1.1.1
bar.cs.cornell.edu A 10.1.1.1
```
Primary and secondary servers

RRs are initially configured into primary server

NS RRs point to both primary and secondary servers

Primary server replicates RRs onto secondary servers periodically (updates are incremental)

Resolver structure and configuration

Stub resolver resides on client host, points to configured recursive server

Resolver manages DNS queries on behalf of stub resolvers

Static configuration of root servers
Resolver structure and configuration

1. Stub resolver sends recursive query
2. Resolver makes iterative queries to servers
3. Resolver returns final answer to stub resolver (which also caches result)

Resolver caches results for efficiency

DNS cache management

- All RRs have Time-to-live (TTL) values
- When TTL expires, cache entries are removed
- NS RRs tend to have long TTLs
  - Cached for a long time
  - Reduces load on higher level servers
- A RRs may have very short TTLs
  - Order one minute for some web services
  - Order one day for typical hosts
**Why is DNS iterative and not recursive?**

- Recursive can be more efficient
  - Better caching characteristics
    - Caches in servers, not just resolvers
  - Shorter paths
- However, high-performance recursive server much harder to implement
  - Maintain state for thousands of concurrent queries
  - Manage cache
- Recursive server prone to DoS attacks

---

**LDAP is another popular distributed directory service**

- Richer and more general than DNS
  - Has generalized attribute/value scheme
  - Can search on attribute, not just name
    - But this doesn’t scale well
- Simpler and more efficient than a full relational database
- Not a global directory service, though namespace is global
  - Its predecessor, X.500, was meant to be
  - But “local” LDAP services can point to each other
- Commonly used for personnel databases, subscriber databases
**URLs, URNs, and URIs**

- Uniform Resource <Locator, Name, Identifier>
- URL tells a computer where and how to reach a resource
  - These came first
- URN is a true identifier
  - Unique, persistent
- URI refers to both URLs and URNs
  - Defines syntax for current and future URLs and URNs
- *For now we only really care about URLs*

---

**URL**

- Consists of:
  - `<scheme>:`<scheme-specific-part>`
URL

- Consists of:
  - `<scheme>`:<scheme-specific-part>

  - A protocol
  - Information the protocol needs

URL examples

- HTTP (web)
- Email
  - mailto://francis@cs.cornell.edu
- Newsgroups
  - news:cornell:class/cs514
- SIP (Session Initiation Protocol)
  - sip://service@phone.verizon.com
Note the central role of DNS

- HTTP (web)
- Email
  - mailto://francis@cs.cornell.edu
- Newsgroups
  - news:cornell/class/cs514
- SIP (Session Initiation Protocol)
  - sip://service@phone.verizon.com

How to identify in the application?

- Obviously you don’t want to use an IP address to identify a service
  - Can change for many reasons
  - Person who manages the IP address has no knowledge of the application
How to identify in the application?

- DNS is much better, but not perfect
  - Can return out of date information
  - Because of caches or stale secondaries
    - CDNs use very small timeouts
    - High-end DNS products have fast replication
  - DNS itself often incurs substantial delay (several second retry timeout)
  - DNS prone to misconfiguration
  - Ultimately, application itself not able to insure that DNS is working

How to identify in the application?

- What about middleware solutions?
  - A complete middleware solution may be more robust
  - Application talks to the middleware service (i.e. can register itself)
  - We’ll look at this type of solution next lecture
Summary of Naming Lecture

Introduction to Naming

- Naming basics:
  - Names, Addresses, Routes
  - Identifiers and Locators
- DNS is the global directory service
  - LDAP is a popular local directory service
- URLs build on DNS (and also URIs and URNs)
- IP is lousy for naming. DNS is better, but not perfect.