
4 May 2022 Mixing time and coupling

Recall Metropolis - Hastings . . _ (MCMC)

Finite set II ( think : I exponentially large
e.g. # { functions VCG)→[q]}

)

Distribution = ¥w that we wish

to sample from .

Strategy Run Markov chair with transition matrix

P sucw that IP = it until it
"

mixes;
meaning state distñb gets close to it

.

Then output the current state;
it will be

an approximate sample from it.

metnpdis-Hast.mg# given a different Markov chain K
on # with K×y=Ky× . (⇒ uniform distorts

is stationary fr r Want to modify K into

a Markov chain P such that

(a) a-P = it

(b) Easy to simulate one state transition
of P

.

By = Kxy . ⁿYww¥wG#,.



P : Gwen current state ×

1. Random sample
" proposed neat state

"

y
with prob Kxy .

2. Transition to y
with prob ⁿʰ{I¥Y .

Assumption is that both K and P will be

implemented by subroutines that input state ✗

and output state y with probability Kay or Pxy
respectively .

proper

C⇒ Metropolis - Hastings fr sampling randomly - coloring
of graph G.

* = { functions V6)→[q]}
w(x) = {

1 if xkt-xasv-edsecu.it

∅ if ✗(a) = ✗( r ) for some edge Git

For K
,
we will use a very Simple subroutine .

In state X , pick a unit random vertex ✓ (G)
a unif random color CE [of] and modify
the color of ✓ to equal c.
i.e. output state y

: ✓(G)→ (g) sit
.

ylu)={
- if u=v

✗ (n) if u≠✓ .



Def
. Hamming distance d↳y) is

dG,y) = # { v1 ✗G)≠yH}

K
,

= §
° if okay) > 1

¥
,

-

Kgx ble

¥q if dG,y)=1
Hemming dist is

§ if dk.gl -0
a

symm function .

Metropolis
- Hastings for this particular K says .

Gian current state × .
(Assume ✗ a proper coloring )

1
. Sample y with probability Kxy .

→ WH -1

Pick random ✓ c- V(G) , ce [
q
]
,

try setting y
- {× with ✓ recolored as c} .

2. Transition to y with probability ʳʰ{I¥Y,

Probctoans)= min {1, wax } = why)
= {

1- if
y

is proper colony
∅ if not

.

Test if color C matches the color of

a neighbor of v.
If so

,
he transition . (output x)

If not
, output y .



After how many steps can we terminate the

Markov chain
, safe in the knowledge that

its marginal distribution is near_y_Ñ ?

Def If it
,

it
'
are prob .

distñbs
,
their

total variation distance is

Hit - it 'll ,~= Max { its) - ÉCS)}SEE

= { Hit- 111

For us
,

"
near sattionary

"

will mean E- close to the

stationary distñb in total variation distance
.

Def A coupling of two Markov chains Mi ,Mz
is a probability distrib

.

over sequences of pairs
such that the marginal dtstñb

of Xo,X , ,Xz
,

. . _
is a random sample from M ,

XE ,xi, .

.
.

-
-

-

-
- - Mz .

Lemmy .
If { 64,141} is a coupling of two Markov

chains with same state set #
,
same

transition matrix ☆ and with ×!



drown from it
, stationary distrito of P

then the marginal disturb of Xt , called Itt,
satisfies

✗ *
,
# ≤ Pr(Xt≠ .

Proof. Since ×! is drawn from it and

Xi , Xi , , _ _ .
- follows transition matrix P

whose stationary distñb is IT
,
it means

~ it for all t > 0
. (Induct anti

By definition of TV distance
,
to

prove

inequality in Lemmer we must show

Hs) - a-G) ≤ Pr (14--1×4) V. S≤II.
11

Prk:-D- HEY
If ✗yes then either ¥-5 or ✗+4T¥ .

↓ (union bd)

Prlxtes) ≤ prkii-sli-PRKE.IE ) .
Prktc-s-Prk.io)≤Pr(✗t≠xÉ)


