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A common pattern
for using Chernoff bound .

- There's a finite # of " bad events " we want to avoid

E.g. in ERM analysis
,
one bad event is

N

f ¥ ,
Llhiitj) - E-Gori,tDµE

We have one such bad event for each
.ie [m] .

- We want to show if N is large enough
,

with high probability none of the bad
events happen .

- Game plan : Use Chernoff or tbeffdtng to show

Pr( bad event # d) K 1 for each i.

Then
,

use
" union bound " to show

Prfti at. bad event * i occurs) 58 .

Unionbownef: If ✗ is a random variable and

Yik , .#m
are Boolean predicates Yik)

then m

Pr .CI .tl/Ds-EPr(YicxDi--l
In plain English : the probability at least one

of 4,64
,

. . -54mW happens , is at most

the seem of the probabilities of Xy . - yTm .
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Proof .
let &i(x=~iK)n 4¥ )

The predicates 4 , , oh , - -

y Olm are

may exebe-s.ve and É,4i=¥ÉTiu
Probability is finitelyaddi-ths.PK#oi)--EPrC0i )

e-=)

Also
, PREY;) 7 Pirlo ;) because Yik) -- TRUE
wherever

i _(✗) - TRUE

Privet ;) __ Privet :) -_ Éprloi) É Profit
i =L 1-=L

Going back to frm analysis we chose # samples, N ,

large enough that we could show using toetrdihg ,

th; Prµ%É4h;Z;) - EACH:itDµE) < £
Union Bound i

Prfti ftp.ELChiitjl-E/LCh:itDfsE)c.mEm--s



Using Chernoff Bound in analysis of randomized algorithms .

Decisionpndkmi Problem that has { 0,1 } answer
.

( Equivalently a { FALSE , TRUE } answer
.)

Class of decision proteins that have one

deterministic, poly-time algorithm that

always outputs correct answer.

BPI Decision problems that have a randomized

poly-the algorithm that always outputs a

{0,1} answer
,

and answers correctly with

prob 3 }- on every possible input.

Reducing error probability of BPP algorithms .

Suppose we have algo . ALÉÉJ
"

c- random bits

s.t.lt/Pr(A6yr) is correct 34s .

We'd like to create algo BG, RF
more random bits

sit
.

tx Pr(B↳R) is correct)Z 1- f.

Blx
,

i: partition random string R
into r

, , .rz , . -,rm m=O(toss )) .

R-☐
r
, I 5 '

4

Ruan Alar
,
)
, Akim ,

- - -

,
Alain .

Take majority vote : if É,
Alsyri) >_ I

output 1, else output of



V-XI-fAE.nl 7% if correct ans is 1 .

☒ ( Ak,r)]s§ if correct ans . is of

Estimating El Aker) ) within addictive error ¥
implies BG ,R) outputs correct answer.

To get E=%
accuracy with prob 21-8,

need
my * lines)= 18 Ents) .

Suppose input has length n bits
.

And suppose we want 4 2-
"

pvolabiluty of error.

F- = 2h"
, 18k¥ ) = 184+1)ln(2) < 144+11 .

We have shown when m= 144+1)
,

Bcx , R) runs in t.me/4.(ntD1TME(A6yrD .

and V-xe-to.is?Pr(BLxsR)
is wrong or a) < 2-?

Sum over ✗ c-{ 0,13
"

prc-xc-boiist.BG,R) is wrong on a) < 1
.

÷ F a string Rn such that

4×40,13
"

Blx , Rn) is correct .



Plpoiyi decision problems with a 2- variable

algorithm B(x,y) running in time

poly (1×1) s.t.vn F string yn
sit

. b- x&{ 0,13
" BG, yn) is correct .

BPP C- Plpuly .


