
l4MarZo22É_ Chernoff Bound Applications

Announcements :

L . Next quit is a week from Weds
.

,
i.c. March 23 .

2 . Practice problems to be distributed by Thurs .
3

. Topics : Gaussian and Chernoff bounds
.

4. Lectures from last week have been typeset ;
see

" lectures
"

page on course website .

Applieationsofchernoffounds

Suppose we can draw iii.d. samples from [QM]
call them % ,Y~ , . . .

and we want an estimate I sit .
" probably approximately

Pr(l¥④y|> e) < g ✓ correct "

(PAC)
[

means E-(Y;] for any ie

If we just use Y^=£( Yet . - +Yn) how

large must N be to guarantee this ?
" Sample complexity of 6,51 - PAC estimation

"

First set ✗ i = Yi /M .

£ - Ñ/Me
II - I> Elm ←→ 15- type .

Elxi
"

⇐ IX. + . .it/nw-E(X+...txn)fEN-m .



Aside Another inequality caked tbefdihg bound ,
with almost same proof, says

Pr( IX.+ . - txn, - Ekiti - txw) /* *)

< 2 expf ?¥ )

assuming Xp is [0,1]- valued

we're applying tloefpdihg with 7. = ENA and

we want

2e*pf ) < s
⇐s

- 2⇒ < luck )
finultiply by -1-2

⇐ ¥> tents)

⇒ É¥ > Éln(} relative range" squared
N > Ñ④e,

lost inverse
⇒ failure probability

To become 10 times more

certain of success,

average is another

1.2 NYE samples .



Emipiricalpiskminimizatobz

We have data samples Zi
, . - -17N .

hypotheses hi
, . - yhm .

loss function L(h,z) c- [0,1]
4ha) specifies how badly hvpothesis h

explains data point Z .

Exampki Zi = ( &
, y) 4 = feature vector

y
= Label

h : a function from
feature vectors to
labels

4h,⇒={ 0
if y

- hah
1- if y -4410) .

ERM is the algorithm that outputs hypothesis
he {hi

,
-→ hm} that minimizes

ERM

f- É Laity .

¥ "

God. Analyze generalization error of ERM .

If Zi
, , - ,ZN are iii.di samples from

a distribution on Z's
,

and Z is

one mere sample Cunssen during training)
how large must N # so that

with probability at least 1-8
,



(*) €14k.am/-t5-e+mi.nEflhi,ZD.i-cEn]

Let h* be the minimizer on the RHS above
.

One way to guarantee that inequality E) happens
is to insist that V- e- tfm]

,

(**) / I ,É, Llhiitj) - Elkan ,Z)] / < £ .

E. [÷(h*7⇒¥§L(hermit;)
i
ekÑÉÑ

.
EHh*nFD

p←se → A

tbw large must N be so that (**) holds

with probability 2 I -8 for any specific i ?

1- 7¥ mist = Zenit .
Elz

Oric failure probability down to £ for each i

by using ¥) samples .

Pr( Fi violating Gta))

Now
,
EEC # i for which 4-*) fails to hold]

c- ME Prc att violated for i)
in

⇐ M - Clm ) = 8


