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TA office hews begin today .
See office hour calendar on website .
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Def If Xi , . - →Xm are vectors in vect Spc V ,

an aff_he combination is
any

linear combination

atf such that a
,
+ azt . - - + am

__1
.

'

.

.

A any combination is an office combination

with
on, -> am

70 . (weighted average)
•
✗ I

•
2

affine

'

l
✓

A subset of ✓ is convey if it is
closed under taking convex combinations

.

(suffices to just test that the line
segment joining any 2 vectors in

the set remains in the set .)
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E⇐ A halfspace in

V is a set of the form

1-1=3×1 f-G) f -0}
where f- c-V9 f -1-0 . Equivalently

,

if V has
a non-degenerate inner product,

1-1=4×14×20--3
where w -1-0 .

Pictures : A haltspace in Ñ looks like

Props In a finite dimensional vector space, a
subset k is convex if and

under

taxing only if it is representable as an intersection
limit

points of (potentially infinitely many) halfspacses .
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Det for KEV convex
,
h :K→lR

,

(1) The epigraph of his {⇐is)EV×R|;¥h¢,}
(2) The subdifferential of h at Trek is

the
.

subset of V* defined as

0th G) = {fc-VHhlykhkli-fly-xV-yekfhlxt-lx.tn
- 0h18)={feR* / Ky ly /Zflyl}¥÷÷÷i. = { f↳=a× / -1East} .
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set of slopes of
'

supporting hyperplanes '
to the graph of h at ⇐that) .
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theorem (Proved in lecture notes)
For KEV convex and h :K→R

The following are equivalent .

( i) h is a convex function

Lii) The epigraph of h is a convex set.

Liii) The subdifferent'd of h is

nonempty at every point.

Differentiabhefunutionsdef.TK
norm of a vector in a space with

pos. def. inner product is 11×11=4×7×2 .
E.g. in IN with standard Inner pud,

11×11 = (✗ft - - - + ✗E)" = Euclidean length of É

= 2-norm of #
.

¥ A function giV→R vanishes to first

order at O→ if He>0 Fs>0 s.tv

get
11×11

< E wherever 11×11<8 .
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☒ f :V→R is differentiable at ✗
if there exists an element of V*

called the differential of f. denoted

dfx
,

such that

V-y-kxi-y-fcxi-df.ly) - glyl
where

g
vanishes to 1st order atJ?

If his convex and differentiable at ✗

then
2h47 = { dhx } .

For differentiable f :1Rn→R the

differential is df×=[ 8¥
, /
,
¥2k . . . ¥¥] .

The gradient of F is defined when U

has a nondegenerate inner pnd and
if is dipfble at ×

.
Then Vfx

is the image of dfx under the

isomorphism V*→V
.



⇐ R
"

with standard inner prod .

☒)* = row vectors length n

IR
"
= Col vectors → "

isomorphism = transpose
ofldx

,

]Vfx = ( i.

Often


