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The Problem



The way we program robots today is … rigid!

Cannot be flexibly re-programmed by everyday users

Engineers hand-craft behaviors

Choose option
1. Start

2. Clean

3. Stop

Ship robot Frustrate users!



Instead of explicitly 

engineering behaviors

Can we implicitly program 
robots via natural interactions?



Programming via natural interactions

Demonstrations,

Language

Feedback,

Interactive QA



Question: How do we translate between humans and robots?

?



Large Language Models to the rescue!



LLMs parse language and plan tasks 
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LLMs parse language and plan tasks 
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An Example
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Activity!



Think-Pair-Share!
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Think (30 sec): Think of all the steps to go from what the human 
said to the code the robot has to execute.


Pair: Find a partner 

Share (45 sec): Partners exchange 

       ideas 

Human: “Help me make vegetable soup”

Robot:
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How things 
worked


pre-LLM



Two Fundamental Challenges
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Two Fundamental Challenges
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Challenge 1:

Ground natural language 

in robot state
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in robot state
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Planning actions to  

solve a task

Find “salt” Find “pepper”



Two Fundamental Challenges

18

Challenge 1:

Ground natural language 

in robot state

Challenge 2:

Planning actions to  

solve a task

Find “salt” Find “pepper”



What is grounding? Why is it hard?
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Natural Language MDP

Grounding: Mapping language to robot’s internal state

“Pick up the farthest 
red block” < S , A , R , 𝒯 >
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Natural Language MDP

Grounding: Mapping language to robot’s internal state

< S , A , R , 𝒯 >“Pick up the farthest 
red block”

obj1 obj2 obj3 obj4

on(‘obj1’,’table’)

on(‘obj2’,’table’)

on(‘obj3’,’table’)

on(‘obj4’,’table’)

left(‘obj2’,’obj1’)

left(‘obj3’,’obj2’)

left(‘obj4’,’obj3’)


...
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Natural Language MDP

Grounding: Mapping language to robot’s internal state

< S , A , R , 𝒯 >“Pick up the farthest 
red block”

obj1 obj2 obj3 obj4

R(in(obj4, hand)) = +1
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“Pick up the farthest 
red block”

obj1 obj2 obj3 obj4 R(in(obj4, hand)) = +1

How did we solve grounding?

Complex 
graphical 
models!

Train this on small, custom robot datasets
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1. Failure to generalize to different 
human utterances  

2. Failure to capture common sense 

3. Failure to capture complex 
instructions (while loops)

Why did this not scale?



Two Fundamental Challenges
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Challenge 1:

Ground natural language 

in robot state

Challenge 2:

Planning actions to  

solve a task

Find “salt” Find “pepper”



What is task planning? Why is it hard?
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Take the apple from the shelf and 
put it on the table



What is task planning? Why is it hard?
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Take the apple from the shelf and 
put it on the table

1. Move to the shelf

2. Pick up the apple

3. Move back to the table

4. Place the apple



What is task planning? Why is it hard?
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What is task planning? Why is it hard?
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What is task planning? Why is it hard?
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What is task planning? Why is it hard?
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What is task planning? Why is it hard?
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What is task planning? Why is it hard?



How did we solve it?
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Why did it not scale?

Good old fashioned search! 

Lots of heuristics to make it real time

Combinatorially large search tree

Had no notion of common sense



Two Fundamental Challenges
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Challenge 1:

Ground natural language 

in robot state

Challenge 2:

Planning actions to  

solve a task

Find “salt” Find “pepper”



Large Language MODELS
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So … we just ask an 
LLM to tell us what to 

do?
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No! LLMs can say anything ..
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Idea: Constrain LLM by what the robot can do 
(affordance)
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Idea: Constrain LLM by what the robot can do 
(affordance)
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The “SayCan” Approach
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How does SayCan solve both challenges?
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Challenge 1:

Ground natural language 

in robot state

Challenge 2:

Planning actions to  

solve a task

Find “salt” Find “pepper”

Have the robot query the 
LLM with it’s own 

internal state

LLMs are capable of 
planning tasks using 

chain of thought 
reasoning



But there are still problems!
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Problem 1: What if actions fail? 

Problem 2: How do we verify correctness?



But there are still problems!
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Problem 1: What if actions fail? 

Problem 2: How do we verify correctness?

Idea: Close the loop on LLMs
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But there are still problems!
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Problem 1: What if actions fail? 

Problem 2: How do we verify correctness?

Idea: Close the loop on LLMs

Idea: Get LLMs to generate code
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It’s an exciting time for robot learning!


