Counting basic steps

We call a step of an algorithm a basic step if the time it takes to evaluate it (or execute it) does not depend on the size of the data on which it operates but is bounded above by some constant. We say that execution of a basic step takes constant time.

Suppose x and y are variables of type int. Then expressions (1) and (2) in the box to the right are basic steps. We don’t know the exact time it takes to evaluate (1) and (2), but we do know that the time does not depend on the values of the operands and is bounded above by some number of microseconds, depending of course on the computer that is executing it.

In fact, all basic operations on the primitive types are basic steps, including these:

- casting, like \((\text{int}) \ 'g' \) and \((\text{int}) \ 5.2 , \) and
- relations like \(5 < 3\) and \('c' >= 'd'\)

The definition of a basic step allows us to consider expression (3) as either one or two basic steps. This is done deliberately. We will see later on that because of the way in which we use basic steps, it won’t matter which choice we make. This may confuse you at first, but go along with this idea for now. If you are asked to count the basic steps in an algorithm, in which there is ambiguity, write down what you are considering the basic steps.

Consider the if-statement to the right. Evaluation of the if-condition is a basic step. Evaluation of \(x+y\) is a basic step, as is assignment of its value to \(x\). Therefore, execution of this if-statement executes either 1 or 3 basic steps. But we could also consider the whole if-statement as a basic step, because, since \(x\) and \(y\) are int variables, the time to execute the if-statement is bounded above by some number of nanoseconds, no matter what the values of \(x\) and \(y\) are.

We calculate the number of basic steps in executing the loop with initialization that appears to the right, assuming that \(n \geq 0\).

The basic step \(s= 0;\) is executed once.
The basic step \(k= 1;\) is executed once.
The basic step \(k \leq n\) is evaluated \(n+1\) times (it is true \(n\) times and false once).
The basic step \(k++\) (which is shorthand for \(k= k+1;\)) is executed \(n\) times.
The basic step \(s= s+k;\) is executed \(n\) times.

We add these together and see that execution of this code requires \(3n + 3\) basic steps. The number of steps is linear in \(n\); it is proportional to \(n\).

Suppose we count the statement \(s= s+k;\) as two basic steps — the addition is one basic step and the assignment is the second basic step. Then, execution requires \(4n+3\) basic steps, not \(3n+3\). The important point is that the number of basic steps is still linear in \(n\), it is proportional to \(n\).

Example of a nested loop

There is a tendency to look at nested loops in which both have \(n\) as the upper limit in the loop-condition and to immediately say that execution must require \(n^2\) basic steps. One must be more careful and study the code to know what it is doing.

We look at an example in which the term \(\log n\) arises. Remember that if \(m = 2^n\), then \(\log m = n\). We use logarithms to the base 2. Below, assume \(2 \leq n\).

In the code to the right, \(k\) is not used in the body of the outer loop. Therefore, the number of basic steps in executing the body is the same at each iteration.

When executing the outer-loop body, \(t\) takes on the values \(2, 4, 8, \ldots, 2^h\) where \(2^h \leq n < 2^{h+1}\). Write this as; \(2^1, 2^2, \ldots, 2^h\) where \(2^h \leq n < 2^{h+1}\), and we see that the statement \(t= 2*t;\) is executed \(h = \text{floor}(\log n)\) times. We calculate the number of basic steps in executing the body of the outer loop:

\[
\begin{align*}
t &= 2; & \text{1 time} \\
t &\leq n & \text{1 + floor}(\log n) \text{ times (it is found false once)} \\
t &= 2*t; & \text{floor}(\log n) \text{ times}
\end{align*}
\]
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In total, then, execution of the body executes $2 \times \text{floor}(\log n) + 2$ basic steps.

We calculate the number of basic steps in executing the whole algorithm:

- $k = 1$; 1 time
- $k \leq n$; $n+1$ times
- $k++$; $n$ times

Basic steps in body of outer loop: $n \times (2 \times \text{floor}(\log n) + 2)$ (since the body is executed $n$ times)

We add these together and rearrange to get this many basic steps:

$$2n \times \text{floor}(\log n) + 4n + 2$$

We would now say that the number of basic steps performed is proportional to $n \log n$.

**Valuable tip:** In the box to the right, the value of $t$ is doubled at each iteration until it gets greater than $n$. Whenever you see a loop that doubles a value (starting with 1 or 2) until it becomes greater than a value $n$, recognize immediately that the number of iterations is proportional to the base-2 log of $n$. 

```plaintext
t = 2;
while (t <= n) {
    t = 2*t;
}
```