
CS 6861 S24 Lectures 16–17 Completeness of KAT Week of March 18, 2024

In the next few lectures we will show that KAT is complete over relational and language models, and that
the regular sets of guarded strings form the free KAT generated by the primitive action and test symbols.
We will not have to redo the proof for KA, but we will be able to use it as a lemma.

Completeness of KAT∗ over Reg P,B

First we show that the result holds in the presence of the star-continuity axiom. Later, we will be able to
relax this assumption and fall back on the KAT axioms without star-continuity. But for now, let us show that
an equation p = q with primitive symbols in P and B is a theorem of KAT∗ iff it holds under the standard
interpretation G : ExpP,B → Reg P,B. Thus Reg P,B is the free star-continuous Kleene algebra with tests
on generators P and B.

Theorem 1. Let p, q ∈ ExpP,B. Then KAT∗ ⊨ p = q if and only if G(p) = G(q).

Thus the equational theory of Reg P,B under the interpretation G the same as the set of equations that hold
under all interpretations of P and B in all star-continuous Kleene algebras with tests.

The forward implication is easy, since Reg P,B is a star-continuous Kleene algebra. The converse is a
consequence of the following lemma, which is analogous to a similar lemma proved earlier for KA.

Lemma 2. For any star-continuous Kleene algebra with tests K, interpretation I : ExpP,B → K, and
p, q, r ∈ ExpP,B,

I(pqr) = sup
x∈G(q)

I(pxr)

where the supremum is with respect to the natural order in K. In particular,

I(q) = sup
x∈G(q)

I(x).

This result is analogous to the same result for star-continuous Kleene algebras proved in Lecture ?? and the
proof is similar. Note that the star-continuity axiom is a special case.

As before, we are most interested in the second statement, but there is a slight subtlety that requires the
stronger first statement as the induction hypothesis. In addition to the existence of the supremum, the more
general statement provides a kind of infinite distributivity law over existing suprema. The need for this
arises mainly in the induction case for multiplication.

Proof of Lemma 2. We proceed by induction on the structure of q. The basis consists of cases for primitive
tests, primitive actions, 0 and 1. We argue the case for primitive actions and primitive tests explicitly.

For a primitive action q ∈ P, recall that G(q) = {αqβ | α, β ∈ At}. Then

I(pqr) = I(p)I(1)I(q)I(1)I(r) = sup{I(p)I(α)I(q)I(β)I(r) | α, β ∈ At}
= sup{I(pαqβr) | α, β ∈ At} = sup{I(pxr) | x ∈ G(q)}.

where I(1) =
∑

At. Finite distributivity was used in the second step.

For a primitive test b ∈ B, recall that G(b) = {α | α ≤ b}. Then

I(pbr) = I(p)I(b)I(r) = sup{I(p)I(α)I(r) | α ≤ b}
= sup{I(pαr) | α ≤ b} = sup{I(pxr) | x ∈ G(b)}.
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Again, finite distributivity was used in the second step.

The induction step consists of cases for +, ·, ∗, and . The cases other than · and are the same as in the
earlier proof for KA.

For the case ·, recall that

G(qq′) = G(q) ·G(q′) = {y ⋄ z | y ∈ G(q), z ∈ G(q′), y ⋄ z exists} = {yαz | yα ∈ G(q), αz ∈ G(q′)}.

Applying the induction hypothesis twice,

I(pqq′r) = sup{I(pqvr) | v ∈ G(q′)}
= sup{sup{I(puvr) | u ∈ G(q)} | v ∈ G(q′)}
= sup{I(puvr) | u ∈ G(q), v ∈ G(q′)}.

The last step follows from a purely lattice-theoretic argument: if all the suprema in question on the left hand
side exist, then the supremum on the right hand side exists and the two sides are equal. Now

sup{I(puvr) | u ∈ G(q), v ∈ G(q′)}
= sup{I(pyαβzr) | yα ∈ G(q), βz ∈ G(q′)}
= sup{I(pyααzr) | yα ∈ G(q), αz ∈ G(q′)} (1)
= sup{I(pyαzr) | yα ∈ G(q), αz ∈ G(q′)}
= sup{I(pxr) | x ∈ G(qq′)}.

The justification for step (1) is that if α ̸= β, then the product in K is 0 and does not contribute to the
supremum.

For the case , recall that

G(b) = At \G(b) = {α | α ̸≤ b} = {α | α ≤ b}.

Then

I(pbr) = sup{I(pαr) | α ≤ b} = sup{I(pαr) | α ∈ G(b)}.

Proof of Theorem 1. If KAT∗ ⊨ p = q then G(p) = G(q), since Reg P,B is a star-continuous Kleene algebra
with tests. Conversely, if G(p) = G(q), then by Lemma 2, for any star-continuous Kleene algebra with tests
K and any interpretation I over K, I(p) = I(q). Therefore KAT∗ ⊨ p = q.

Completeness over Relational Models

In this section we show completeness of KAT∗ over relational interpretations. It will suffice to construct a
relational model isomorphic to Reg P,B. This construction is similar to a construction we have seen before
for KA.

Lemma 3. The language-theoretic model 2GS and its submodel Reg P,B are isomorphic to relational models.

Proof. Define

h : 2GS → 2GS×GS h(A)
def
= {(x, x ⋄ y) | x ∈ GS, y ∈ A, lastx = first y}.

We show that h embeds 2GS isomorphically onto a subalgebra of the Kleene algebra of all binary relations
on GS.
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It is not difficult to verify that h is a homomorphism:

h(AB) = {(z, z ⋄ r) | z ∈ GS, r ∈ AB, last z = first r}
= {(z, z ⋄ p ⋄ q) | z ∈ GS, p ∈ A, q ∈ B, last p = first q, last z = first (p ⋄ q)}
= {(z, z ⋄ p) | z ∈ GS, p ∈ A, last z = first p} ; {(y, y ⋄ q) | y ∈ GS, q ∈ B, last y = first q}
= h(A) ; h(B)

h(A ∪B) = h(A) ∪ h(B) h(A∗) = h(
⋃
n≥0

An) =
⋃
n≥0

h(A)n = h(A)∗

h(At) = {(x, x ⋄ α) | x ∈ GS, α ∈ At, lastx = α} = {(x, x) | x ∈ GS} = id h(0) = ∅

h(B) = h({α | α ̸∈ B}) = {(x, x ⋄ α) | α ̸∈ B, lastx = α}
= {(x, x) | lastx ̸∈ B} = id \ {(x, x) | lastx ∈ B} = id \ h(B).

The function h is injective, since A can be uniquely recovered from h(A):

A = {y | ∃α (α, y) ∈ h(A)}.

The submodel Reg P,B is perforce isomorphic to a relational model on GS, namely the image of Reg P,B
under h.

Combining Theorem 1, Lemma 3, and the fact that all relational models are star-continuous Kleene algebras
with tests, we have

Theorem 4. Let REL denote the class of all relational Kleene algebras with tests. Let p, q ∈ ExpP,B. The
following are equivalent:

(i) KAT∗ ⊨ p = q

(ii) G(p) = G(q)

(iii) REL ⊨ p = q.

Completeness of KAT

In this segment we show that the equational theories of the Kleene algebras with tests and the star-continuous
Kleene algebras with tests coincide. Combined with previous results, this says that KAT is complete for the
equational theory of relational models and Reg P,B forms the free KAT on generators P and B. This result
is analogous to the completeness result for KA, which states that the regular sets over a finite alphabet P
form the free Kleene algebra on generators P. The results of this segment are from [6].

Theorem 5. Let REL denote the class of all relational Kleene algebras with tests. Let p, q ∈ ExpP,B. The
following are equivalent:

(i) KAT ⊨ p = q

(ii) KAT∗ ⊨ p = q

(iii) G(p) = G(q)

(iv) REL ⊨ p = q.
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The statements (ii)–(iv) were previously shown to be equivalent. Here we add (i) to the list. Thus, for
the purpose of deriving identities, the infinitary star-continuity condition provides no extra power over the
finitary axiomatization KAT. However, it does entail more Horn formulas (equational implications). Note
that KAT ⊨ p = q iff KAT ⊢ p = q and KAT∗ ⊨ p = q iff KAT∗ ⊢ p = q by the completeness of equational
logic.

One possible approach might be to modify the completeness proof for KA to handle tests. We take a different
approach here, showing that every term p can be transformed into a KAT-equivalent term p̂ such that G(p̂),
the set of guarded strings represented by p̂, is the same as R(p̂), the set of strings represented by p̂ under the
ordinary interpretation of regular expressions. The Boolean algebra axioms are not needed in equivalence
proofs involving such terms, so we can apply the completeness result for KA directly.

Consider the set B = {b | b ∈ B}, the set of negated atomic tests. We can view B as a separate set of
primitive symbols disjoint from B and P. Using the De Morgan laws and the law b = b of Boolean algebra,
every term p can be transformed to a KAT-equivalent term p′ in which is applied only to primitive test
symbols, thus we can view p′ as a regular expression over the alphabet P ∪ B ∪ B. As such, it represents a
set of strings

R(p′) ⊆ (P ∪ B ∪ B)∗

under the standard interpretation R of regular expressions as regular sets.

In general, the sets R(p′) and G(p′) may differ. For example, R(q) = {q} for primitive action q, but
G(q) = {αqβ | α, β ∈ At}.

Our main task will be to show how to further transform p′ to another KAT-equivalent string p̂ such that all
elements of R(p̂) are guarded strings and R(p̂) = G(p̂). We can then use the completeness result of [4], since
p and q will be KAT-equivalent iff p̂ and q̂ are equivalent as regular expressions over P ∪ B ∪ B; that is, if
they can be proved equivalent in pure Kleene algebra.

Example 6. Consider the two terms

p = (q + b+ b)∗br p̂ = (bq + bq)∗br(b+ b),

where P = {q, r} and B = {b}. There are certainly strings in R(p), qqbbbqbr for example, that are not
guarded strings. However, p and p̂ represent the same set of guarded strings under the interpretation G, and
all strings in R(p̂) are guarded strings; that is, G(p) = G(p̂) = R(p̂).

In our inductive proof, it will be helpful to maintain terms in the following special form. Call a term
externally guarded if it is of the form α or αqβ, where α and β are atoms of B. For an externally guarded
term αqβ, let first p = α and last p = β. For an externally guarded term α, define first p = last p = α. Define
a special multiplication operation ⋄ on externally guarded terms as follows:

rα ⋄ βs def
=

{
rαs, if α = β,

0, if α ̸= β.

This is much like fusion product on guarded strings as defined previously, except that for incompatible pairs
of guarded strings, fusion product is undefined, whereas here ⋄ is defined and has value 0.

For any two externally guarded terms q and r, q ⋄ r is externally guarded, and q ⋄ r = qr is a theorem of
KAT; in particular,

G(q ⋄ r) = G(q) ·G(r) = G(qr).

If
∑

i qi and
∑

j rj are sums of zero or more externally guarded terms, define

(
∑
i

qi) ⋄ (
∑
j

rj)
def
=

∑
i,j

qi ⋄ rj .
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As above, for any two sums q and r of externally guarded terms, q⋄r = qr is a theorem of KAT; in particular,

G(q ⋄ r) = G(q) ·G(r) = G(qr),

and q ⋄ r is a sum of externally guarded terms.

Lemma 7. For every term p, there is a term p̂ such that

(i) KAT ⊢ p = p̂

(ii) R(p̂) = G(p̂)

(iii) p̂ is a sum of zero or more externally guarded terms.

Proof. As argued above, we can assume without loss of generality that all occurrences of in p are applied
to primitive tests only, thus we may view p as a term over the alphabet P ∪ B ∪ B.

We define p̂ by induction on the structure of p. For the basis, take

p̂
def
=

∑
α,β∈At

αpβ, p ∈ P 1̂
def
=

∑
α∈At

α

b̂
def
=

∑
α≤b

α, b ∈ B ∪ B 0̂
def
= 0.

In each of these cases, it is straightforward to verify (i), (ii), and (iii).

For the induction step, suppose we have terms p̂ and q̂ satisfying (ii) and (iii). We take

p̂+ q
def
= p̂+ q̂ p̂q

def
= p̂ ⋄ q̂.

These constructions are easily shown to satisfy (i), (ii), and (iii).

It remains to construct p̂∗. We proceed by induction on the number of externally guarded terms in the sum
p̂. For the basis, we define

0̂∗
def
= 1̂ α̂∗ def

= 1̂ (̂αqβ)∗
def
=

{
1̂ + αqβ, if α ̸= β,

1̂ + αq(αq)∗α, if α = β.
(2)

For the induction step, consider a sum q + r, where r is an externally guarded term and q is a sum of one
fewer externally guarded terms. By the induction hypothesis, we can construct

q̂∗ =
∑
i

αiqiβi

with the desired properties. Suppose that first r = α. Then KAT ⊨ r = αr. Moreover, the following equations
are provable in KAT:

rq̂∗α = r(
∑
i

αiqiβi)α =
∑
i

(r ⋄ αiqiβi ⋄ α) =
∑

last r=αi
βi=α

rqiα = r(
∑

last r=αi
βi=α

qi)α,

and the expression on the right-hand side is externally guarded and satisfies (ii). We can therefore apply (2)
to this expression, yielding an expression q′ equivalent to (rq̂∗α)∗ and satisfying (ii) and (iii).
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Now reasoning in KAT,

p∗ = (q + r)∗

= q∗(rq∗)∗ by the denesting rule
= q∗ + q∗rq∗(rq∗)∗ by unwinding and distributivity
= q∗ + q∗rq∗(αrq∗)∗

= q∗ + q∗(rq∗α)∗rq∗ by the sliding rule

= q̂∗ + q̂∗ ⋄ q′ ⋄ r ⋄ q̂∗,

which is of the desired form.

The next theorem shows that the equational theories of the Kleene algebras with tests and the star-continuous
Kleene algebras with tests coincide, thus the KAT axioms are complete for the equational theory of Reg P,B
under the canonical interpretation.

Theorem 8. KAT ⊢ p = q if and only if G(p) = G(q).

Proof. The forward implication is immediate, since Reg P,B is a Kleene algebra with tests.

For the reverse implication, suppose G(p) = G(q). By Lemma 7(ii) and the soundness of the KAT axioms,

R(p̂) = G(p̂) = G(p) = G(q) = G(q̂) = R(q̂).

By the completeness theorem for KA, KA ⊢ p̂ = q̂. Combining this with Lemma 7(i), KAT ⊢ p = q.

Since we have shown that the equational theories of the Kleene algebras with tests and the star-continuous
Kleene algebras with tests coincide, we can henceforth write ⊨ p = q unambiguously in place of KAT∗ ⊨ p = q
or KAT ⊨ p = q.

Decidability

Once we have Theorem 5, the decidability of the equational theory of Kleene algebra with tests follows almost
immediately from a simple reduction to Propositional Dynamic Logic (PDL). Any term in the language of
KAT is a program of PDL (after replacing Boolean terms b with PDL tests b?), and it is known that two such
terms p and q represent the same binary relation in all relational structures iff

PDL ⊨ <p>c ⇔ <q>c,

where c is a new primitive proposition symbol [2] (see [3]). By Theorems 5 and 8, this is tantamount to
deciding KAT-equivalence.

PDL is known to be exponential time complete [2, 7], thus the equational theory of KAT is decidable in no
more than exponential time. It is at least PSPACE-hard, since the equational theory of Kleene algebra is [8].
We will show later by different methods that the equational theory of KAT is PSPACE-complete.

KAT and the Hoare Theory of Relational Models

We have previously shown that for any proof rule of PHL, or more generally, for any rule of the form

{b1}p1 {c1} . . . {bn}pn{cn}
{b}p{c}
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derivable in PHL, the corresponding equational implication (universal Horn formula)

b1p1c1 = 0 ∧ · · · ∧ bnpncn = 0 ⇒ bpc = 0 (3)

is a theorem of KAT. In this lecture we strengthen this result to show (Corollary 10) that all universal Horn
formulas of the form

r1 = 0 ∧ · · · ∧ rn = 0 ⇒ p = q (4)

that are relationally valid (true in all relational models) are theorems of KAT; in other words, KAT is complete
for universal Horn formulas of the form (4) over relational interpretations. Corollary 10 is trivially false for
PHL; for example, the rule

{c} if b then p else p{c}
{c}p{c}

cannot be proved in PHL for the simple reason that the Hoare rules only increase the length of programs.
The results of this lecture are from [5].

Cohen [1] proved this result for KA. Here we generalize Cohen’s result in two ways: to handle tests and to
show completeness over relational models and KAT. The deductive completeness of KAT over relationally
valid formulas of the form (4) will follow as a corollary. Later we will show how to handle some other specific
types of premises as well.

Let ExpP,B denote the set of terms of the language of KAT over primitive propositions P = {p1, . . . , pm}
and primitive tests B = {b1, . . . , bk}. Let r1, . . . , rn, p, q ∈ ExpP,B. Let ⊤ be the universal expression

⊤ = (p1 + · · ·+ pm)∗.

Note that G(⊤) = GS, the set of all guarded strings over P,B. The formula (4) is equivalent to r = 0 ⇒ p = q,
where r =

∑
i ri.

Recall the algebra Reg P,B of regular sets of guarded strings over P,B and the standard interpretation
G : ExpP,B → Reg P,B. We showed earlier that Reg P,B is the free KAT on generators P,B in the sense
that for any terms s, t ∈ ExpP,B,

⊨ s = t ⇔ G(s) = G(t). (5)

Theorem 9. The following four conditions are equivalent:

(i) KAT ⊨ r = 0 ⇒ p = q

(ii) KAT∗ ⊨ r = 0 ⇒ p = q

(iii) REL ⊨ r = 0 ⇒ p = q

(iv) ⊨ p+⊤r⊤ = q +⊤r⊤.

It does not matter whether (iv) is preceded by KAT, KAT∗, or REL, since the equational theories of these
classes coincide, as previously shown.

Proof. Since REL ⊆ KAT∗ ⊆ KAT, the implications (i) ⇒ (ii) ⇒ (iii) hold trivially. Also, it is clear that

KAT ⊨ p+⊤r⊤ = q +⊤r⊤ ⇒ (r = 0 ⇒ p = q),

therefore (iv) ⇒ (i) as well. It thus remains to show that (iii) ⇒ (iv). Writing equations as pairs of
inequalities, we wish to show

if REL ⊨ r = 0 ⇒ p ≤ q then ⊨ p ≤ q +⊤r⊤. (6)
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To show (6), we construct a relational interpretation M on states S = GS\G(⊤r⊤), where G is the standard
interpretation of expressions as sets of guarded strings. This is the set of guarded strings containing no
substring in G(r). Note that if x, y, z ∈ GS and x ⋄ y ⋄ z ∈ S, then y ∈ S. If GS ⊆ G(⊤r⊤), that is, if
S = ∅, then we are done, since in that case G(p) ⊆ GS ⊆ G(⊤r⊤) and the right-hand side of (6) follows
immediately from (5). Similarly, if G(1) ⊆ G(⊤r⊤), then GS = G(⊤)G(1) ⊆ G(⊤⊤r⊤) ⊆ G(⊤r⊤) and the
same argument applies. We can therefore assume without loss of generality that both S and G(1) \G(⊤r⊤)
are nonempty.

The atomic symbols are interpreted in M as follows:

M(p)
def
= {(x, xpβ) | xpβ ∈ S}, p ∈ P M(b)

def
= {(x, x) | x ∈ S, lastx ≤ b}, b ∈ B.

The interpretations M(p) of KAT expressions p as binary relations are defined inductively in the standard
way for relational models.

We now show that for any e ∈ ExpP,B,

M(e) = {(x, x ⋄ y) | x ⋄ y ∈ S, y ∈ G(e)} (7)

by induction on the structure of e. For primitive programs p and tests b,

M(p) = {(x, xpβ) | xpβ ∈ S} = {(x, x ⋄ αpβ) | x ⋄ αpβ ∈ S} = {(x, x ⋄ y) | x ⋄ y ∈ S, y ∈ G(p)},
M(b) = {(x, x) | x ∈ S, lastx ∈ G(b)} = {(x, x ⋄ β) | x ⋄ β ∈ S, β ∈ G(b)} = {(x, x ⋄ y) | x ⋄ y ∈ S, y ∈ G(b)}.

For the constants 0 and 1, we have

M(0) = ∅ = {(x, x ⋄ y) | x ⋄ y ∈ S, y ∈ G(0)},
M(1) = {(x, x) | x ∈ S} = {(x, x ⋄ β) | x ⋄ β ∈ S, β ∈ G(1)}.

For compound expressions,

M(s+ t) = M(s) ∪M(t)

= {(x, x ⋄ y) | x ⋄ y ∈ S, y ∈ G(s)} ∪ {(x, x ⋄ y) | x ⋄ y ∈ S, y ∈ G(t)}
= {(x, x ⋄ y) | x ⋄ y ∈ S, y ∈ G(s) ∪G(t)}
= {(x, x ⋄ y) | x ⋄ y ∈ S, y ∈ G(s+ t)}

M(st) = M(s) ; M(t)

= {(x, x ⋄ z) | x ⋄ z ∈ S, z ∈ G(s)} ; {(y, y ⋄ w) | y ⋄ w ∈ S, w ∈ G(t)}
= {(x, x ⋄ z ⋄ w) | x ⋄ z ⋄ w ∈ S, z ∈ G(s), w ∈ G(t)}
= {(x, x ⋄ y) | x ⋄ y ∈ S, y ∈ G(st)}

M(t∗) =
⋃
n

M(tn) =
⋃
n

{(x, x ⋄ y) | x ⋄ y ∈ S, y ∈ G(tn)}

= {(x, x ⋄ y) | x ⋄ y ∈ S, y ∈
⋃
n

G(tn)}

= {(x, x ⋄ y) | x ⋄ y ∈ S, y ∈ G(t∗)}.

We now show (6). Suppose the left-hand side holds. By (7),

M(r) = {(x, x ⋄ y) | x ⋄ y ∈ S, y ∈ G(r)} = ∅.

By the left-hand side of (6), M(p) ⊆ M(q). In particular, for any x ∈ G(p) \ G(⊤r⊤), (firstx, x) ∈ M(p),
therefore (firstx, x) ∈ M(q) as well, thus x ∈ G(q)\G(⊤r⊤). But this says G(p)\G(⊤r⊤) ⊆ G(q)\G(⊤r⊤),
thus G(p) ⊆ G(q) ∪G(⊤r⊤) = G(q +⊤r⊤). It follows from (5) that the right-hand side of (6) holds.
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Corollary 10. KAT is deductively complete for formulas of the form (4) over relational models.

Proof. If the formula (4) is valid over relational models, then by Theorem 9, (iv) holds. Since KAT is complete
for valid equations,

KAT ⊢ p+⊤r⊤ = q +⊤r⊤.

But clearly

KAT ⊢ p+⊤r⊤ = q +⊤r⊤ ∧ r = 0 ⇒ p = q,

therefore

KAT ⊢ r = 0 ⇒ p = q.

Ideals

The elimination of hypotheses of the form q = 0 rests on the concept of an ideal. An ideal in an idempotent
semiring K is a nonempty subset I ⊆ K such that

(i) if x, y ∈ I, then x+ y ∈ I

(ii) if x ∈ I and r ∈ K, then xr ∈ I and rx ∈ I

(iii) if x ≤ y and y ∈ I, then x ∈ I.

It follows that 0 ∈ I. If desired, we might also postulate 1 ̸∈ I to rule out the degenerate case I = K. This
definition is in slight contrast to ideals in rings, where there is no analogue of (iii).

For A ⊆ K, define

⟨A⟩ def
= {y | ∃n ∃a1, . . . , an ∈ A ∃u, v ∈ K y ≤ u(a1 + · · ·+ an)v}. (8)

Lemma 11. ⟨A⟩ is an ideal containing A, and is the smallest such ideal.

Proof. Surely A ⊆ ⟨A⟩, since for a ∈ A, we can take n = 1, y = a1 = a, and u = v = 1 in (8).

To show ⟨A⟩ is an ideal, we must show that it is closed under the operations (i)-(iii). For (i), if

y1 ≤ u1(a1 + · · ·+ an)v1 y2 ≤ u2(b1 + · · ·+ bm)v2

with a1, . . . , an, b1, . . . , bm ∈ A, then

y1 + y2 ≤ u1(a1 + · · ·+ an)v1 + u2(b1 + · · ·+ bm)v2

≤ (u1 + u2)(a1 + · · ·+ an)(v1 + v2) + (u1 + u2)(b1 + · · ·+ bm)(v1 + v2)

≤ (u1 + u2)(a1 + · · ·+ an + b1 + · · ·+ bm)(v1 + v2).

For (ii), if y ≤ u(a1 + · · ·+ an)v and r ∈ K, then

ry ≤ ru(a1 + · · ·+ an)v yr ≤ u(a1 + · · ·+ an)vr.

Finally, for (iii), if x ≤ y ≤ u(a1 + · · ·+ an)v, then x ≤ u(a1 + · · ·+ an)v.
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To show that ⟨A⟩ is the smallest ideal containing A, we only need to show that all ideals that contain A also
contain ⟨A⟩. If I is an ideal containing A, then since I is closed under (i), it contains all elements a1+ · · ·+an
for a1, . . . , an ∈ A. Since it is closed under (ii), it must contain all u(a1 + · · · + an)v for a1, . . . , an ∈ A
and u, v ∈ K. Finally, since it is closed under (iii), it must contain all y such that y ≤ u(a1 + · · · + an)v,
a1, . . . , an ∈ A, and u, v ∈ K. But this is all of ⟨A⟩.

Given an ideal I, define

x ≤I y
def⇔ ∃z ∈ I x ≤ y + z x ≡I y

def⇔ x ≤I y ∧ y ≤I x. (9)

Alternatively and with the same effect, we could define

x ≡I y
def⇔ ∃z ∈ I x+ z = y + z x ≤I y

def⇔ x+ y ≡I y. (10)

Lemma 12. Let h : K1 → K2 be any semiring homomorphism between idempotent semirings. Then the
kernel of h,

kerh
def
= {s | h(s) = 0},

is an ideal. Conversely, any ideal is the kernel of a semiring epimorphism.

Proof. Let h : K1 → K2 be a semiring homomorphism. We argue that kerh satisfies the properties (i)-(iii)
in the definition of ideals. For (i), if h(x) = h(y) = 0, then h(x+ y) = h(x) + h(y) = 0 + 0 = 0, since h is a
homomorphism. Similarly, for (ii), if h(x) = 0 and r ∈ K1 is any other element, Then h(xr) = h(x)h(r) =
0 · h(r) = 0 and h(rx) = h(r)h(x) = h(r) · 0 = 0. Finally, for (iii), if x ≤ y and h(y) = 0, then x+ y = y, so
h(x) = h(x) + 0 = h(x) + h(y) = h(x+ y) = h(y) = 0.

For the other direction, consider the relations ≡I and ≤I defined in (9) and (10). One can show easily that
the order ≤I is a preorder (reflexive and transitive) and ≡I is an equivalence relation. Denote by K/I the
quotient of K modulo ≡I and let [·] : K → K/I be the canonical map. The relation ≤I is well-defined on
K/I:

x ≡I y ≤I z ⇒ x ≤I y ≤I z ⇒ x ≤I z,

and is a partial order (reflexive, transitive, and antisymmetric), and I = [0]:

x ≡I 0 ⇔ x ≤I 0 ⇔ ∃z ∈ I x ≤ z ⇔ x ∈ I.

Now we wish to show that ≡I is a congruence with respect to addition and multiplication; that is,

x ≡I y ⇒ x+ z ≡I y + z y ≡I y′ ⇒ xyz ≡I xy′z.

These are quite easy to verify:

x ≤I y ⇒ ∃w ∈ I x ≤ y + w ⇒ ∃w ∈ I x ≤ y + w

⇒ ∃w ∈ I x+ z ≤ y + z + w ⇒ x+ z ≤I y + z,

and similarly y ≤I x ⇒ y + z ≤I x+ z, therefore

x ≡I y ⇒ x ≤I y y ≤I x ⇒ x+ z ≤I y + z y + z ≤I x+ z ⇒ x+ z ≡I y + z.

Thus the operations are well defined on ≡I -classes and K/I is an idempotent semiring, and the canonical
map x 7→ [x] is a semiring epimorphism [·] : K → K/I with kernel I.
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Quite fortuitously, and more than a little surprisingly, if K is a KAT, then the congruence ≡I defined in (9)
turns out to be a KAT-congruence, and the quotient K/I is a KAT.

Lemma 13. If K is a KAT, then the relation ≡I is a KAT-congruence and K/I is a KAT. If I = ⟨A⟩, then
K/I, [·] is initial among all homomorphic images of K in which the image of A vanishes; that is, given any
homomorphism h : K → K ′ such that h(a) = 0 for all a ∈ A, there exists a homomorphism h′ : K/I → K ′

such that h = h′ ◦ [·].

Proof. We must first show that ≡I is a congruence with respect to ∗ and in order to verify that those
operators are well defined on K/I. Note that, since I is closed under addition, to verify x ≡I y it suffices to
find z, w ∈ I such that x+ z = y + w, as this implies that x+ z + w = y + z + w and z + w ∈ I.

For ∗, we wish to show that if x ≡I y then x∗ ≡I y∗. Reasoning in KAT, we have

(x+ z)∗ = x∗(zx∗)∗ = x∗ + x∗zx∗(zx∗)∗, (11)

and similarly for (y + z)∗. If x+ z = y + z with z ∈ I, then (x+ z)∗ = (y + z)∗, thus by (11),

x∗ + x∗zx∗(zx∗)∗ = y∗ + y∗zy∗(zy∗)∗,

and both x∗zx∗(zx∗)∗ and y∗zy∗(zy∗)∗ are in I, therefore x∗ ≡I y∗.

For negation, we show that the ideal I behaves like a Boolean algebra ideal on Boolean elements; that is,
c ≡I d iff cd+cd ∈ I. Suppose c+z = d+z with z ∈ I. Multiplying on the left by c, we have cz = cd+cz, so
cd ∈ I. Similarly, multiplying on the right by d gives cd ∈ I, therefore cd+ cd ∈ I. Conversely, if cd+ cd ∈ I,
then c+ cd+ cd = c+ d = d+ cd+ cd, so c ≡I d. By the symmetry of cd+ cd, c ≡I d implies that c ≡I d,
thus ≡I is a congruence with respect to negation.

We have shown that ≡I is a congruence with respect to all the KAT operations, thus the KAT operations
are well defined on the quotient K/I and the canonical map x 7→ [x] is a homomorphism. However, we
have yet to show that K/I is a KAT. We know that it satisfies all equations, because the epimorphism [·]
preserves all equations, and K is a KAT. However, we must also verify that the equational implications

ax ≤ x ⇒ a∗x ≤ x xa ≤ x ⇒ xa∗ ≤ x

hold modulo ≡I as well. We show the former; the latter follows from symmetry.

To show that ax ≤ x ⇒ a∗x ≤ x holds modulo ≡I , we must show that if ax ≤I x, then a∗x ≤I x. If ax ≤I x,
then ax ≤ x+ z for some z ∈ I. Reasoning in KAT,

a(x+ a∗z) = ax+ aa∗z ≤ x+ z + aa∗z = x+ a∗z.

Applying the same rule in K, we have a∗(x+ a∗z) ≤ x+ a∗z, thus a∗x ≤ x+ a∗z. Since a∗z ∈ I, a∗x ≤I x.

Finally, to argue the last statement of the lemma, we wish to show that any homomorphism h : K → K ′

under which A vanishes factors through K/⟨A⟩ via the canonical homomorphism [·]. In other words, if
h(a) = 0 for all a ∈ A, then there exists a homomorphism h′ : K/⟨A⟩ → K ′ such that h = h′ ◦ [·].

K

K/⟨A⟩

K′

[·]

h

h′

We need only observe that the condition that A vanishes under h means that ⟨A⟩ is contained in kerh, thus
if x ≡I y then h(x) = h(y), so h is well defined on ≡I classes and reduces to a map h′ : K/⟨A⟩ → K ′.

11



We have shown that if K is a KAT, then for any ideal I, the quotient K/I is a KAT, the canonical map
[·] : K → K/I is an epimorphism, and I = [0]. Moreover, K/I is initial among all homomorphic images of
K such that I = [0].

Another unusual fact is that, unlike the case of groups or rings, the ideal [0] does not uniquely determine
the homomorphic image up to isomorphism. For example, consider the free KA on one generator a. Modulo
the inequality a ≤ 1, the resulting algebra is isomorphic to the tropical semiring used in shortest path
algorithms; but the kernel of the canonical map to this algebra is {0}, the same as the identity.

If the KAT K has a top element ⊤, then any Horn formula of the form

s1 = 0 ∧ · · · ∧ sn = 0 ⇒ s = t (12)

reduces to a single equation in K. For instance, if K is finitely generated with generators p1, . . . , pk, as is the
case with all finitely generated free algebras such as Reg P,B, we can take ⊤ = (p1 + · · · + pk)

∗. To reduce
the Horn formula (12) to an equation, let z = ⊤(s1 + · · · + sn)⊤. Then z is the maximum element of the
ideal generated by s1, . . . , sn. Thus (12) is equivalent to the equation s+ z = t+ z.
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