## Course Roadmap

Kleene algebra (KA) is an algebraic system that captures axiomatically the properties of a natural class of structures arising in logic and computer science. It is named for Stephen Cole Kleene (1909-1994), who among his many other achievements invented finite automata and regular expressions, structures of fundamental importance in computer science. Kleene algebra is the algebraic theory of these objects, although it has many other natural and useful interpretations.

Kleene algebras arise in various guises in many contexts: relational algebra [33,34, 40], semantics and logics of programs [19,35], automata and formal language theory [27,28], and the design and analysis of algorithms $[1,17,21,30]$. Many authors have contributed to the development of Kleene algebra over the years: $[2,4,5,7-$ $9,12,15,18-20,22,26,28,36-39]$, to name a few. There are various competing axiomatizations, and one topic of our study will be to understand the relationships between these definitions.

In semantics and logics of programs, Kleene algebra forms an essential component of Propositional Dynamic Logic (PDL) [13], in which it is mixed with Boolean algebra and modal logic to give a theoretically appealing and practical system for reasoning about computation at the propositional level. From a practical point of view, many simple program manipulations, such as loop unwinding and basic safety analysis, do not require the full power of PDL, but can be carried out in a purely equational subsystem using the axioms of Kleene algebra. The Boolean algebra component is an essential ingredient, since it is needed to model conventional programming constructs such as conditionals and while loops that rely on Boolean tests. However, for many applications, the modal component is not essential. We will define later a variant of Kleene algebra, called Kleene algebra with tests (KAT), for reasoning equationally with these constructs. We will show that KAT provides an equational approach to program verification that subsumes traditional approaches such as Hoare logic. Quite recently, KAT has been adapted to form NetKAT, a language and logic for reasoning about packet-switching networks [3, 14].

Cohen has studied Kleene algebra in the presence of extra Boolean and commutativity conditions. He has given several practical examples of the use of Kleene algebra in program verification, such as lazy caching [10] and concurrency control [11]. In addition, Kleene algebra has been used for verifying low-level compiler optimizations [25], data restructuring operations in parallelizing compilers [6, 29], pointer analysis [31, 32], and static analysis [24].

Much of the basic algebraic theory of KA was developed by John Horton Conway in his 1971 monograph [12]. This volume was originally published by Chapman and Hall and was out of print for many years, but due to recent renewed interest in the topic, it reappeared in a paperback edition by Dover in 2012.

We begin our study by describing several concrete examples of Kleene algebras. These will serve as motivating examples to provide intuition about the properties we are trying to capture axiomatically with the formal definition. We will conclude this lecture with the formal definition of a Kleene algebra and derive some basic properties that follow from these axioms.

## Examples of Kleene Algebras

A Kleene algebra consists of a set $K$ with distinguished binary operations + and $\cdot$, unary operation *, and constants 0 and 1 with certain properties. The intuitive meaning of the operations depends on the model; however, we can at least say that the operator * typically involves some notion of iteration. The * operator is the most interesting aspect of Kleene algebra. For example, it allows us to express and reason about properties of simple looping constructs in programming languages.

Here are three classes of models that motivate the definition of Kleene algebra.

## Language-Theoretic Models

Let $\Sigma^{*}$ denote the set of finite-length strings over a finite alphabet $\Sigma$, including the null string $\varepsilon$. Define the following constants and operations on subsets of $\Sigma^{*}$ :

$$
\begin{align*}
A+B & \stackrel{\text { def }}{=} A \cup B  \tag{1}\\
A \cdot B & \stackrel{\text { def }}{=}\{x y \mid x \in A, y \in B\}  \tag{2}\\
0 & \stackrel{\text { def }}{=} \varnothing  \tag{3}\\
1 & \stackrel{\text { def }}{=}\{\varepsilon\} . \tag{4}
\end{align*}
$$

Thus the operation •, applied to two sets of strings $A$ and $B$, produces the set of all strings obtained by concatenating a string from $A$ with a string from $B$, in that order. The operator symbol $\cdot$ is often omitted, and we just write $A B$ for $A \cdot B$.

These operations have several agreeable properties. For example, distributes over + on both sides, in the sense that $A(B+C)=A B+A C$ and $(A+B) C=A C+B C$; the element 0 is a both a left and right identity for + in the sense that $0+A=A+0=A$; and the element 1 is both a left and right identity for $\cdot$ in the sense that $1 A=A 1=A$.

Now define the powers of $A$ with respect to • inductively:

$$
A^{0} \stackrel{\text { def }}{=}\{\varepsilon\} \quad A^{n+1} \stackrel{\text { def }}{=} A \cdot A^{n}
$$

The unary operation * on sets of strings is defined as follows:

$$
\begin{equation*}
A^{*} \stackrel{\text { def }}{=} \bigcup_{n \geq 0} A^{n}=\left\{x_{1} \cdots x_{n} \mid n \geq 0 \text { and } x_{i} \in A, 1 \leq i \leq n\right\} . \tag{5}
\end{equation*}
$$

Thus $A^{*}$ is the union of all powers of $A$; equivalently, $A^{*}$ consists of all strings obtained by concatenating together any finite collection of strings from $A$ in any order. By convention, the concatenation of the empty sequence of strings is $\varepsilon$; this is the case $n=0$ in (5). Thus $\varepsilon$ is always a member of $A^{*}$ for any $A$, including $A=\varnothing$. The operation * is known as Kleene asterate.

Any subset of the full powerset of $\Sigma^{*}$ containing $\varnothing$ and $\{\varepsilon\}$ and closed under the operations of $\cup, \cdot$, and * is a Kleene algebra, and is a subalgebra of the full powerset algebra. One such subalgebra of particular significance is the algebra of regular sets. This is the smallest subalgebra containing all sets $\{a\}$ for $a \in \Sigma$.

As is well known, the regular sets are also the sets of strings accepted by finite-state automata, or finite-state transition systems with an acceptance condition. The equivalence of these two representations was proved in Kleene's original paper [18] and is known in this context as Kleene's theorem. A proof of this result can be found in any introductory text in automata and computability; see for example [16, 23].

## Relational Algebras

Another useful interpretation involves binary relations on a set $X$. Recall that a binary relation on a set $X$ is just a set of ordered pairs of elements of $X$. Thus a binary relation on $X$ is a subset of

$$
X \times X=\{(x, y) \mid x, y \in X\}
$$

The set of all binary relations on a set $X$ forms a Kleene algebra under the following definitions of the operators. We again interpret + as set union. The multiplication operation • is interpreted as relational composition

$$
R ; S \stackrel{\text { def }}{=}\{(x, z) \mid \exists y \in X(x, y) \in R \text { and }(y, z) \in S\} .
$$

(A common alternative notation is $S \circ R$. Note that with this notation, the order of $R$ and $S$ is reversed. This is for consistency with the usage of the same notation for functional composition $(g \circ f)(x)=g(f(x))$.) If we view $R$ as a set of labeled directed edges on $X$, then there is an edge from $x$ to $z$ labeled $R ; S$ iff there exists a node $y$, an edge from $x$ to $y$ labeled $R$, and an edge from $y$ to $z$ labeled $S$.


The element 0 is the null relation $\varnothing$, and 1 is the identity relation

$$
1 \stackrel{\text { def }}{=}\{(x, x) \mid x \in X\} .
$$

The operation * gives the reflexive transitive closure of a relation. Recall that a relation $S$ is reflexive if $(x, x) \in S$ for all $x \in X$; that is, if $S$ includes the identity relation as a subset. The relation $S$ is transitive if $(x, z) \in S$ whenever $(x, y) \in S$ and $(y, z) \in S$; in other words, $S$ is transitive if $S ; S \subseteq S$. The smallest reflexive and transitive relation containing $R$ is called the reflexive transitive closure of $R$ and is denoted $R^{*}$. This notation fortuitously coincides with the definition of the ${ }^{*}$ operation as the sum of all finite powers of $R$, as with language models.

$$
R^{*}=\bigcup_{n \geq 0} R^{n}
$$

where

$$
R^{0} \stackrel{\text { def }}{=}\{(x, x) \mid x \in X\} \quad R^{n+1} \stackrel{\text { def }}{=} R ; R^{n}
$$

Equivalently, there is an $R^{*}$ edge from $x$ to $z$ iff there is an $R$-path of length 0 or more from $x$ to $z$.


A relational Kleene algebra is any subset of $2^{X \times X}$ closed under these operations. These models are useful in programming language semantics, because they can be used to represent the input/output relations of programs.

The (min, +) Algebra

Here is a rather unusual model that turns out to be useful in shortest path algorithms in graphs. This algebra is called the (min,+ ) algebra, also known as the tropical semiring. The domain is the set $\mathbb{R}_{+} \cup\{\infty\}$ of nonnegative reals with an additional infinite element $\infty$. The Kleene algebra operation + is interpreted as the operation min giving the minimum of two elements in the natural order on $\mathbb{R}_{+} \cup\{\infty\}$. The Kleene
algebra operation $\cdot$ is interpreted as + in $\mathbb{R}_{+} \cup\{\infty\}$; the usual definition of + on $\mathbb{R}_{+}$is extended to include $\infty$ in the natural way:

$$
x+\infty=\infty+x=\infty+\infty=\infty .
$$

The Kleene algebra constants 0 and 1 are interpreted as $\infty$ and the real number 0 , respectively.
The * operation on this algebra is not very interesting: $x^{*}=1$ ( $=$ the real number 0$)$ for any $x$. However, the * of matrices over this algebra is quite interesting: it gives a way of calculating the shortest path between any two points in a finite directed graph.

The (max, $\cdot$ ) Algebra

The domain of this algebra is the unit interval $[0,1]$. The Kleene algebra operation + is interpreted as max giving the maximum of two elements in the natural order on $[0,1]$. The operation $\cdot$ is interpreted as ordinary multiplication. The Kleene algebra constants 0 and 1 are the real numbers 0 and 1, respectively. This algebra is useful in error-correcting codes and hidden Markov models using an algorithm known as the Viterbi algorithm.

The (max, $\cdot$ ) algebra and the (min, + ) algebra are isomorphic under the map $x \mapsto-\log x$.

## Axioms of Kleene Algebra

Now we give the formal definition of a Kleene algebra and derive some basic consequences.

## Semigroups and Monoids

A semigroup is an algebraic structure $(S, \cdot)$, where $S$ is a set and $\cdot$ is an associative binary operation on $S$, which means that $x \cdot(y \cdot z)=(x \cdot y) \cdot z$ for all $x, y, z \in S$. This allows us to write $x \cdot y \cdot z$ without ambiguity. A monoid is an algebraic structure $(M, \cdot 1)$ where $(M, \cdot)$ is a semigroup and 1 is a distinguished element of $M$ that is both a left and right identity for $\cdot$ in the sense that $1 \cdot x=x \cdot 1=x$ for all $x \in M$.

For semigroups and monoids written multiplicatively, we often omit the operator $\cdot$ in expressions, writing $x y$ for $x \cdot y$.

Example 1. The following are common examples of monoids:

1. $\left(\Sigma^{*}, \cdot, \varepsilon\right)$, where $\Sigma^{*}$ is the set of finite-length strings over an alphabet $\Sigma$, is concatenation of strings, and $\varepsilon$ is the null string;
2. $\left(2^{\Sigma^{*}}, \cdot,\{\varepsilon\}\right)$, where $\cdot$ is set concatenation (2);
3. $\left(2^{\Sigma^{*}}, \cup, \varnothing\right)$, where $2^{\Sigma^{*}}$ is the powerset or set of all subsets of $\Sigma^{*}, \cup$ is set union, and $\varnothing$ is the empty set;
4. $(\mathbb{N},+, 0)$, where $\mathbb{N}$ is the set of natural numbers $\{0,1,2, \ldots\}$;
5. $(\mathbb{N}, \cdot, 1)$;
6. $\left(\mathbb{N}^{n},+, \overline{0}\right)$, where $\mathbb{N}^{n}$ is the Cartesian product of $n$ copies of $\mathbb{N},+i s$ vector addition, and $\overline{0}$ is the zero vector;
7. $\left(\mathbb{R}_{+} \cup\{\infty\}\right.$, min, $\left.\infty\right)$, where $\mathbb{R}_{+}$denotes the set of nonnegative real numbers, $\infty$ is a special infinite element greater than all real numbers, and min gives the minimum of two elements;
8. $\left(R^{n \times n}, \cdot, I\right)$, where $R^{n \times n}$ denotes the set of $n \times n$ matrices over a ring $R$, $\cdot$ is ordinary matrix multiplication, and $I$ is the identity matrix;
9. $(X \rightarrow X, \circ$, id), where $X \rightarrow X$ denotes the set of all functions from a set $X$ to itself, ○ is function composition, and id is the identity function.

Examples 3-7 are commutative monoids, which means that $x y=y x$ for all $x, y$. Example 8 is never commutative for any nontrivial ring $R$ and $n \geq 2$. Example 9 is never commutative for any $X$ with at least 2 elements.

## Idempotent Semirings

A semiring is an algebraic structure $(S,+, \cdot, 0,1)$ such that

- $(S,+, 0)$ is a commutative monoid,
- $(S, \cdot, 1)$ is a monoid,
- distributes over + on both the left and right in the sense that $x(y+z)=x y+x z$ and $(x+y) z=x z+y z$,
- 0 is an annihilator for $\cdot$ in the sense that $0 \cdot x=x \cdot 0=0$ for all $x$.

A semiring is idempotent if $x+x=x$ for all $x$. We often abbreviate $x \cdot y$ to $x y$, and avoid parentheses by taking - to be higher precedence than + .

Collecting these axioms, we define an idempotent semiring to be any structure $(S,+, \cdot, 0,1)$ satisfying the following identities for all $x, y, z \in S$ :

$$
\begin{array}{ll}
x+(y+z)=(x+y)+z & x+y=y+x \\
x+0=x & x+x=x \\
x(y z)=(x y) z & 1 x=x 1=x \\
x(y+z)=x y+x z & (x+y) z=x z+y z \\
0 x=x 0=0 . &
\end{array}
$$

A ring is a semiring in which the additive monoid forms a group; that is, in which additive inverses exist. We cannot have additive inverses in an idempotent semiring unless the semiring is trivial, since $0=-x+x=$ $-x+x+x=0+x=x$.

Order

Recall that a partial order is a binary relation on a set that is

- reflexive: for all $x, x \leq x$,
- antisymmetric: for all $x, y$, if $x \leq y$ and $y \leq x$, then $x=y$, and
- transitive: for all $x, y, z$, if $x \leq y$ and $y \leq z$, then $x \leq z$.

Any idempotent semiring has a naturally-defined partial order $\leq$ associated with it:

$$
\begin{equation*}
x \leq y \stackrel{\text { def }}{\Leftrightarrow} x+y=y . \tag{6}
\end{equation*}
$$

The order relation $\leq$ is so central to the theory that one might take it as primitive, but we will consider it an abbreviation for the equation on the right-hand side of (6).

In the language-theoretic and relational models of the last lecture, $\leq$ is set inclusion $\subseteq$. But beware: in the (min,+ ) algebra, $\leq$ is the reverse of the natural order on $\mathbb{R}$ extended to $\mathbb{R}_{+} \cup\{\infty\}$. By (6), $x \leq y$ iff $\min x, y=y$, but this occurs iff $x$ is greater than or equal to $y$ in the natural order on $\mathbb{R}$. (Note that we are carefully avoiding the use of the notation $\leq$ for the natural order on $\mathbb{R}$ !)

That $\leq$ is a partial order follow easily from the definition (6) and the axioms of idempotent semirings. Reflexivity is just the idempotence axiom $x+x=x$. Antisymmetry follows from commutativity of + : if $x \leq y$ and $y \leq x$, then $y=x+y=y+x=x$. Finally, for transitivity, if $x \leq y$ and $y \leq z$, then

$$
\begin{aligned}
x+z & =x+(y+z) & & \text { since } y+z=z \\
& =(x+y)+z & & \text { associativity of }+ \\
& =y+z & & \text { since } x+y=y \\
& =z & & \text { again since } y+z=z
\end{aligned}
$$

therefore $x \leq z$.
In any idempotent semiring, the operators + and • are monotone with respect to $\leq$ in the sense that for all $x, y, z \in S$,

$$
\begin{aligned}
& x \leq y \Rightarrow x+z \leq y+z \\
& x \leq y \Rightarrow z+x \leq z+y \\
& x \leq y \Rightarrow x z \leq y z \\
& x \leq y \Rightarrow z x \leq z y .
\end{aligned}
$$

(Monotonicity will also hold for the * operator of Kleene algebra, that is, $x \leq y \Rightarrow x^{*} \leq y^{*}$, when we get around to discussing it.) These properties follow easily from the axioms.

In any idempotent semiring, the operator + gives the least upper bound or supremum of any pair of elements with respect to the natural order $\leq$, and 0 is the least element of the semiring with respect to $\leq$. To say that $x+y$ is the least upper bound of $x$ and $y$ says that

- $x+y$ is an upper bound: $x \leq x+y$ and $y \leq x+y$;
- $x+y$ is the least upper bound: if $z$ is any other upper bound, that is, if $x \leq z$ and $y \leq z$, then $x+y \leq z$.

The proof that $x+y$ is an upper bound uses associativity and idempotence: $x+(x+y)=(x+x)+y=x+y$, and similarly for $y \leq x+y$. The proof that it is the least upper bound uses only associativity: if $x \leq z$ and $y \leq z$, then $(x+y)+z=x+(y+z)=x+z=z$.

One observation that is not difficult to check is that the $n \times n$ matrices over a semiring again form a semiring under the natural definitions of the matrix operations. Moreover, if the underlying semiring is idempotent, then so is the matrix semiring.

## The * Operator

Now we turn to the * operator. This is the most interesting part of Kleene algebra, because it captures the notion of iteration. Because of this, it may seem that * is inherently infinitary. Indeed, there are several infinitary axiomatizations that we will consider. However, it is possible to derive most of the interesting parts of the theory in a purely finitary way.

The * operator is a unary operator written in postfix. Intuitively, $x^{*}$ represents zero or more iterations of $x$. In relational models, this is reflexive transitive closure; in language models, the Kleene asterate.

There are several different competing axiomatizations of *, and in part our study will be to understand the relationships among them. For now, we shall pick a particular one as our official definition for the purposes of this course. Thus we define a Kleene algebra to be a structure $\left(K,+, \cdot,{ }^{*}, 0,1\right)$ that is an idempotent semiring under $+, \cdot, 0,1$ satisfying the axioms (7)-(10) below for ${ }^{*}$. We assign precedence ${ }^{*}>\cdot>+$ to the operators to avoid unnecessary parentheses.

The axioms for * consist of two equations and two equational implications or Horn formulas. (Note that up to now, the axioms have been purely equational.) The two equational axioms for * are

$$
\begin{align*}
& 1+x x^{*} \leq x^{*}  \tag{7}\\
& 1+x^{*} x \leq x^{*} \tag{8}
\end{align*}
$$

and the two equational implications are

$$
\begin{align*}
& b+a x \leq x \Rightarrow a^{*} b \leq x  \tag{9}\\
& b+x a \leq x \Rightarrow b a^{*} \leq x \tag{10}
\end{align*}
$$

Of course, these are all considered to be implicitly universally quantified, so that (9) and (10) are assumed to hold for all $a, b$, and $x$ in any Kleene algebra.

The significance of (7)-(10) concerns the solution of linear inequalities. As we shall see, much of the theory of Kleene algebra is concerned with the solution of finite systems of linear inequalities. For example, a finite automaton is essentially such a system. Axioms (7) and (9) provide for the existence of a unique least solution to a certain single linear inequality in a single variable, namely

$$
\begin{equation*}
b+a X \leq X \tag{11}
\end{equation*}
$$

where $X$ is a variable ranging over elements of the Kleene algebra. Axioms (7) and (9) together essentially say that $a^{*} b$ is a solution to (11), and moreover, it is the unique least solution among all solutions in the Kleene algebra. First, (7) says that $a^{*} b$ is a solution, since by monotonicity of multiplication and distributivity,

$$
\begin{aligned}
1+a a^{*} \leq a^{*} & \Rightarrow\left(1+a a^{*}\right) b \leq a^{*} b \\
& \Rightarrow b+a\left(a^{*} b\right) \leq a^{*} b
\end{aligned}
$$

and (9) says exactly that $a^{*} b$ is less than or equal to any other solution, therefore it is the unique least solution. Dually, the axioms (8) and (10) say that $b a^{*}$ is the unique least solution to $b+X a \leq X$.

Let us illustrate the use of (9) and (10) to show that (7) and (8) can be strengthened to equalities. We show this for (7); the result for (8) is symmetric. We already have that $1+x x^{*} \leq x^{*}$, so by antisymmetry, it suffices to show the reverse inequality; equivalently,

$$
x^{*} 1 \leq 1+x x^{*}
$$

This is the right-hand side of (9) with 1 substituted for $b, x$ substituted for $a$, and $1+x x^{*}$ substituted for $x$, so it suffices to show that the left-hand side of (9) holds under the same substitution, or

$$
1+x\left(1+x x^{*}\right) \leq 1+x x^{*}
$$

But this is immediate from (7) and monotonicity.
Recall from the last lecture that in relational models, $R^{*}$ was defined to be the reflexive transitive closure of the relation $R$. To be reflexive means that id $\subseteq R^{*}$, where id is the identity relation; to be transitive means
that $R^{*} ; R^{*} \subseteq R^{*} ;$ and to contain $R$ means that $R \subseteq R^{*}$. Abstractly, these properties are expressed by the inequalities

$$
\begin{align*}
1 & \leq x^{*}  \tag{12}\\
x^{*} x^{*} & \leq x^{*}  \tag{13}\\
x & \leq x^{*}, \tag{14}
\end{align*}
$$

respectively. Equivalently,

$$
\begin{equation*}
1+x^{*} x^{*}+x \leq x^{*} \tag{15}
\end{equation*}
$$

We might interpret this inequality as saying that $x^{*}$ is a reflexive and transitive element dominating $x$. It does not, however, say that it is the reflexive transitive closure of $x$; for that we need the equational implication

$$
\begin{equation*}
1+y y+x \leq y \Rightarrow x^{*} \leq y \tag{16}
\end{equation*}
$$

which says that $x^{*}$ is the least reflexive and transitive element dominating $x$.
Now in the presence of the other axioms, (15) is equivalent to (7) (and, by symmetry, to (8) as well). To prove that (7) implies (15), it suffices to show that (7) implies (12)-(14). The inequality (12) is immediate from (7). Also, multiplying (12) on the left by $x$, by monotonicity we have $x \leq x x^{*}$; then (14) is immediate from this and (7). The last inequality (13) requires either (9) or (10).

Conversely, to show that (15) implies (7), assume (15). Then $1 \leq x^{*}$ from (12). Also, by (13), (14), and monotonicity we have $x x^{*} \leq x^{*} x^{*} \leq x^{*}$. Since $1+x x^{*}$ is the least upper bound of 1 and $x x^{*}$, we have (7).

Each of (9) and (10) alone implies (16). The converse does not hold: later, we will construct a "left-handed" Kleene algebra that is not "right-handed" (one satisfying (9) but not (10)). To show that (9) implies (16), suppose that (9) holds for all $a, b$, and $x$, and assume the left-hand side of (16). To show the right-hand side of (16) holds, by (9) it suffices to show that $1+x y \leq y$. But this follows easily from the left-hand side of (16): we have $x \leq y$, and by monotonicity, $1+x y \leq 1+y y \leq y$.

In the presence of the other axioms, the implications (9) and (10) are equivalent to

$$
\begin{align*}
& a x \leq x \Rightarrow a^{*} x \leq x  \tag{17}\\
& x a \leq x \Rightarrow x a^{*} \leq x \tag{18}
\end{align*}
$$

respectively. These alternative forms are quite useful in some contexts.
Finally, as promised, we show that * is monotone. Suppose $x \leq y$. We wish to show that $x^{*} \leq y^{*}$. By (9), it suffices to show that $1+x y^{*} \leq y^{*}$. But since $x \leq y$, by monotonicity and (7) we have $1+x y^{*} \leq 1+y y^{*} \leq y^{*}$.

Next time we will look at some alternative axiomatizations of *.
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