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Suppose V is a poly-time algorithm with two inputs, X ,y

Say when In (length of x)

⑳ I P(n)
,
a polynomial functhen lyr= f(u) f(n) = poly(n) - of i Situ Fre

f(r)[P(n) -

If * is some assoc
,
comm , binary operation

on range (V) , we get a new problem

*V(x) = given xy compute year
,
+
V(x

,y) .

~ If VIx,y) fakes values in 30
, 13 (O = false

,
1 = tre)

then
oR-V(x) = given x , compute

Ear,
W(x
,y)

-given x, does By st : Vex
,y)=1 ?

E Bipartite Perfect Matching*

x
= binary encoding

of a bipartite adj' matrix -

y
= binary encoding of adj matex of a

matching
Vx ,y)

=

checkhasentreof
are 9., e

e

y
are exactly I

-

Yij
=

xij vij

Ex
- Min-cust bipartite perfect matching can be

represented almost the same way, as

mir-V(x)

where x = binary encoding of bipartite graph
with edge costs

y
= same as before



V = check if
y is a perf matching

contained in X.

yes - output edge costs in y
no -> output x

For the first V above
,
⑦V counts if

# perfect matchings is even or odd
.

Lan be solved in poly-time using determinants)

+V(x) =

r, 9)

= # of perfect matchings in in

This is a complete problem for #P :

e ND is the class of problems OR-VX)
,

where W is a poly-time algorithm with

So, 13 output.

coNt is the class problems AND-VGS .

Stereotypical No , coN problems :

- Given a Boolean formula
,

is it satisfiable? (NP) .

- Grea on Bookan formula
,
is it a tantology ? (coNP)

-Given a graph G and a parameter KAN,
does G critain a cliquer of size I ? (NP)

- Given & and K
,

is every clique
smaller than K vertices ? GoNt)



Realtors , A poly-time Karp) reduction from

problem A to problem & is a function &

sit ,

Xx A(x) = B(R(x))
Informally , R is poly-time als that lets you
solve A by calling a subroutine to silve B

Once
,
and outputting the result of that

subroutine car1
.

If such a reduction exists we writer

A * p B .

# problem H is ~P-Hard if ApH
-

for every AENR
W

and i is deplete
if it is NP-Hard and it belongs to Nt.

Equivalently, No completeness of 1) means ist is

a
maximal element of Nt under

p
.

-

Thi (Cook-Levin)" ↑P-complete problems exist
.

In fact
,-

3 SAT is NP-complete .

3SAt : given (a binary string representing) a
m

Bookan formular in the form Ei
where each cluse I: is a disjunction
of 13 Boolean literals

,
is there a

satisfying truth assignment ?

Ex ⑧ ⑳(x
, vxz)d(xvx ,vx)1(xzx)

satisfied by x
,
= 0
,

x2 = 1
,
x3
= 1 .



Where serverne hands
you a decision problem D/

and you suspect it's No-complete, try :

① find a polytime verter for D
,

i . e .

find V(y) St: DE) = OR-VGS .

(usually easy)

② find a problem A already known to be

No-Hard
,

and show H D .
M

This requires reducing FROM H TO D
.

In other words the reductiven transforms

an instance o the known hard problem It
to the new problem ,

* 4SAT P ↳SAT

Given 4 = I Zi : = x,v,xzvXy
↓

e :

Xuxevz ene? is

e: Exux sinally fair


