» Words/Characters are unspaced, so
segmentation is an essential first step

 Current methods employ:
Rie Kubota and Lillian Lee — Pre-existing lexicon

Cornell University - Ere-GXlStlngtgga(;ninar
— Fre-segmente ala

» English parallel: “theyouthevent”

» 3 Types of Characters " AT ofte_n.
N — Domain terms or Proper nouns (unknown word
— kanji, hiragana, katakana

problem, important for IR)
etc. (helps find <60% word boundaries) ~ Compound nouns (POS doesn’t help)

— The latter 2 often represent sounds (like English * >3 characters are Otn >1 d |
characters) Sequence length_#of haracters % of corpus

256

— Are used within the same document, sentence,

more than 6 kanji
Total




Use of statistical analysis only, no language
No rules specific to Japanese

Requires very few (>=5) labeled training
examples

Requires large amounts of unsegmented
data

For long kanji strings, performance rivals
current morphological models

Is [#(s) > #(t)] ?

A/B|C|DIW XY

There are 5 4-grams in this sequence. With
grouping, there are 2 X 3 = 6 greater-than
expressions to evaluate

Figure 2: Collecting evidence tm a \\md boundary
— are the non- ing I
frequent than the str: 1ddlm > n-grams St 1, to. and £5?

Is [#(s;) > #(K)] ?
Calculates n-gram frequency over training corpus

Select which integers n € N, for calculations of n-grams,
do math, then determine word boundaries.

vn(k) = 5 YL
s 2n —

\ V=1 =1
Then, we average the contributions of each n-gram
order:




o Data from 150 MB Nikkei newswire 1993 * Word level

e Pick 5 Held-out sets. Each... — 1 word: (prefix+word+suffix)
— 50 random chosen kanji sequences of length e Morpheme level
>=10 in length (12 on avg) — 3 words: (prefix)(word)(suffix)

FAFHH A~ ——f— >=500 NERR) (B [ GES)) [(35)] (2R

» Annotate held-out sets. Divide each into a » 3 people had 98.42% agreement, all

parameter-training (50) and test (450) set disagreement at morpheme level

I 450 50

 Precision: “percentage of proposed brackets
» Morphological algorithms to compare to: that exactly match word-level brackets in
— have access to lexicons of size 115,000 and the annotation”
231,000. = (# brackets right)/(#brackets proposed)
— used training data by adding it to their lexicons Recall: “percentage of word-level
e Parameters for the current method annotation brackets that are proposed by the

algorithm
= (# brackets right)/(#actual brackets)
e F-measure = 2PR /(P + R)

N = power set {2-6}
| =.05k |0 <=k <=20




Word accuracy
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Figure 4: Word accuracy. The three rightmost
groups represent our algorithm with parameters
tuned for different optimization criteria.
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Morpheme accuracy
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Figure 5: Morpheme accuracy.

Compatible and all-compatible brackets rates

CHASEN JUMAN

i
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Crossing Bracket — “a proposed bracket that overlaps
but is not contained within an annotation bracket”

Morpheme Dividing Bracket — “subdivides a morpheme
level annotation bracket”

Compatible Brackets — neither of the above
All-Compatible Brackets — sequence ratio of all correct

Figure 6: Examples of word, morpheme

annotated data][base]]” because are interchangeable.

* Required Annotation
— only the 50-sequence held-out sets (42min)
— other methods require 1000-190,000 sentences

e Authors had some success with as few as
only 5 sequences (4min)

s. Juman50  Our50 uman50  OurS vs. Juman5 | OurS vs. Juman50

precision
recall
F-measure .14 +0.30

Figure 8: Relative word accuracy as a function of training set size. “5” and “50” denote training set size
before discarding overlaps with the test sets.




 Purely Statistical Models are New  Purely Statistical Model

 This could work for other languages — No lexicon or grammar
(Chinese), but would it do English well? » Good Performance

» The “>’ heuristic: “conjecture that using — Almost as good as, if not better than, other

absolute differences may have an adverse systems
effect” * New Metrics




