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 Database management for distributed systems
 Consistent data records

 3 methods
 Direct Mail
 Anti-Entropy
 Rumor Mongering

 CAP Theorem

 Real world applications
 Vegvisir blockchain
 Amazon

Summary of the Research



Research Motivation

 Clearinghouse servers on Xerox Corporate Internet (CIN)

 Hundreds of ethernets connected by gateways and phone lines
 Ex Message: Japan -> Europe goes through 14 gateways and 7 

phone lines
 Organized by Hierarchical name (domains)

 Remailing – Inefficiency during disagreement among participants

Points of Differentiation

 Eventual delivery of repeated messages and do not require data 
structures at one server to describe information held at other servers

 Algorithm are randomized



Vocabulary

 Infected – Knows the update and spreads it

 Susceptible – Does not know the update

 Removed – Knows the update but not able to spread it anymore

 Push – Tells an updates to another node

 Pull – Asks for an update from another node



Direct Mail

- Infected

- Susceptible

Direct Mail – Sends update to all nodes in the network
• Traffic proportional to the number of sites * average distance between sites



Direct Mail

Failure Modes

• Message discarded for nodes
• Que overflows
• Extended period of inaccessibility



Anti-Entropy

Anti-Entropy – Nodes exchange messages with a random node through the 
methods below:

 Pull – Grows fast but slows down overtime

 Push – Grows slowly but speeds up overtime

 Push-pull – Most efficient and every node receives the message
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Anti-Entropy

Pro:
 Eventually everyone receives the message

Con:
 Large overhead due to external requests for updates



Rumor Mongering

Rumor mongering – Optimized algorithm for spreading messages

 When a node receives a new update (rumor)
 Periodically choose another site at random to infect other nodes
 When enough nodes have seen the rumor it is removed

Problem of convergence
 Fix with anti-entropy combination
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Uninterested

- Removed

How it works



Points of differentiation

Death certificates

 Shows when a node is decommissioned
 Verified with a timestamp

Spatial distribution 

 Favors sending updates to closest nodes first



Anti-Entropy Results



Rumor Mongering Results



Only 2/3 are achievable

• Consistency – Every node has the most recent message

• Accessibility – Every node receives a message but no guarantee that it 
is the most recent

• Partition Tolerance – System continues to operate even if messages 
are lost

CAP Theorem



1. Vegvisir – Agriculture specific blockchain that reconciles with 
random nodes within a specific range

2. Amazon – S3 storage system uses gossip to disseminate information

Applications of the Research



Questions?
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