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Absorting bias in dtl dimensions

By increasing dimension of features by 1 more
can you find a way to encode bias in just sign Wix
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Perceptron

Assumption: the classes are “linearly separable”


(All positive examples are on one side of a plane and negative 

examples on the other side) 
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Perceptron Algorithm
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When will perceptron Algo Converge



when data is linearly separable
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How much time does it take to converge

Thm Derception makes at most updates

Intuition After each mistake we update as

WE W yX
1 After each update I wit increases by at
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