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Variance: Captures how much your classifier changes if you train on a different training set. How "over-
specialized" is your classifier to a particular training set (overfitting)? If we have the best possible model
for our training data, how far off are we from the average classifier?

Bias: What is the inherent error that you obtain from your classifier even with infinite training data? This
is due to your classifier being "biased" to a particular kind of solution (e.g. linear classifier). In other
words, bias is inherent to your model.

Noise: How big is the data-intrinsic noise? This error measures ambiguity due to your data distribution
and feature representation. You can never beat this, it is an aspect of the data.
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Fig 1: Graphical illustration of bias and variance. (Source http://scott.fortmann-roe.com/docs/BiasVariance.html) Fig 2: The variation of Bias and
Variance with the model complexity. This is similar to the concept of overfitting and underfitting. More complex models overfit while the simplest

models underfit. (Source http://scott.fortmann-roe.com/docs/BiasVariance.html)

Detecting High Bias and High Variance

If a classifier is under-performing (e.g. if the test or training error is too high), there are several ways to improve performance. To find out which of these many
techniques is the right one for the situation, the first step is to determine the root of the problem. The graph above plots the training error and the test error and
can be divided into two overarching
regimes. In the first regime (on the

left side of the graph), training error

is below the desired error threshold A

Testerror
(denoted by €), but test error is
- . Error .
significantly higher. In the second Regime #2

regime (on the right side of the

Regime #1

graph), test error is remarkably close

to training error, but both are above

the desired tolerance of €. Acceptable test error €

Regime 1 (High Variance)

"In the first regime, the cause of the Training error

poor performance is high variance.

v

Symptoms: # Training instances

1. Training error is much lower

than test error

2. Training error is lower than ¢ Figure 3: Test and training error as the number of training instances increases.
3. Test error is above €

Remedies:

e Add more training data
® Reduce model complexity -- complex models are prone to high variance

® Bagging (will be covered later in the course)
'Regime 2 (High Bias)
Unlike the first regime, the second regime indicates high bias: the model being used is not robust enough to produce an accurate prediction.
Symptoms:
1. Training error is higher than €
Remedies:

® Use more complex model (e.g. kernelize, use non-linear models)
e Add features

® Boosting (will be covered later in the course)



