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Consider the regression problem where given x we want to predict a real 

valued outcome y.      

Bayes Optimal Predictor = hypothesis with smallest possible test loss  

is the Bayes

optimal predictor

Expected Test Error

Say we have an Algorithm that takes as input dataset D and outputs 
hypothesis hD.  But hD depends on sample D which is a random draw. We 
are interested in understanding the expected test error 

No method with any amount of data can beat the above test loss

Since hD is a random let us consider its expected behavior:

inherent (unavoidable) noise

Bias Variance Decomposition
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Expected sq. distance between expected model of our 
Algorithm and the best possible model

Fluctuation of Algorithm's random model around its mean

We will see that:

Expected test error = Bias   +   Variance   +   Inherent noise

Expected Test Error
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