
Digital Forensics

Frank Adelstein
N

ovem
ber 18, 2014

Guest Lecture for CS 5434 
Defending Com

puter N
etw

orks

1



O
verview

•
Background

•
Early forensics

•
M

odern forensics/trends
•

Future

3



Background: M
e

•
Senior softw

are engineer at Cayuga N
etw

orks 
focusing on evaluations (and other things)

•
Background in distributed system

s, netw
ork 

protocols, security, digital forensics, etc.
•

Assorted hands-on hacking at various levels 
(O

S, library, application, U
I, etc.)

•
Been involved in digital forensics R&

D for 10+ 
years including organizer for Digital Forensics 
Research W

orkshop (DFRW
S) since 2005
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Background: W
hat is it?

DigitalForensics:
“Tools  and  techniques  to  recover,  preserve,  and  

exam
ine digital evidence on or transm

itted by 
digital  devices.”

Digitalevidence:
Com

puters, disks, and cell phones. 
But also a lotm

ore  potential  sources…
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W
here is Evidence

•
M

edia/disks
–

File system
 m

etadata
–

File data
–

U
nallocated space (deleted 

files)
•

N
etw

ork
–

Flow
 logs, full packet 

content, passw
ords

–
Attacker traceback

•
M

em
ory

–
Process structures, RAM

-
only program

s, passw
ords

•
Files
–

Configuration
–

Logs
–

M
edia (video, audio)

–
Structured 
(databases, registry, binary,
brow

ser caches)
–

Tem
p files

–
Sw

ap files
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Background: Goals
•

Find out details
–

W
hat happened, w

ho did it, w
hen, and w

hy (intent)
–

O
perate under rules (legal, policy, etc.)

–
How

 do w
e fix it, w

hat did th
ey

do, w
hat did th

ey
get? (IR)

–
Im

partial: looking for answ
ers, not just cherry-picking results

•
Preserve inform

ation
–

M
ake  sure  “nothing  changed”  (at  least  as  m

uch  as  possible)
•

Chain of custody
•

U
se cryptographically secure hashes to preserve evidence

•
Present the  results  (report,  deposition,  court  testim

ony,  …
)

–
M

ust be factual and clear
–

M
ay be used  in a court of law, depending on context
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Background: Hashes
•

Cryptographically secure hash function
–

M
ap arbitrary size input into fixed size output (hash)

–
Cannot reproduce original input given output (1-w

ay)
–

Given output, cannot create input that produces output that m
atches 

(pre-im
age resistant)

–
Cannot generate tw

o inputs that produce the sam
e hash (collision 

resistant)
–

Sm
all change in input (e.g., 1 bit) produces large change in output 

(e.g., half the bits)
–

Exam
ples: m

d5, SHA-1, SHA-3
•

“U
sed  to  preserve  evidence”

–
Show

 that evidence has not changed betw
een tim

e hash w
as taken 

and w
hen presented to court (beyond a reasonable doubt

10

SHA-3
3AC225168DF54212A25C1C01FD35BEBF
EA408FDAC2E31DDD6F80A4BBF9A5F1CB



Background: DF U
sers and Goals

Law
 Enforcem

ent
Governm

ent Agencies

Com
panies (I.R.)

Follow
 the rules.  

Preserve evidence for years.
Present to a court of law

.
Standard of proof:
Crim

inal:  “Beyond  a  reasonable  doubt”
Civil:  “A  preponderance  of  evidence”
Civil:  “Clear  and  convincing  evidence”

Get as m
uch as you can

Very tim
e lim

ited.
Analysis in the field 
Try not to get killed

Have a standard process to follow
Fix it N

O
W

!  Find out w
hat you can.

Try to preserve w
hat you can

Archivists
Preserve  as  m

uch  as  possible  “until  
the  end  of  the  republic.”
“The  program

’s  on  a  cassette  tape?”
“W

hat’s  a  cassette  tape?!?”
“Shhhhhhhh!”
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Analysis I: O
ld School

Exam
ine Everything on the Disk

•
Extract files by extension

•
Extract files by types

•
Extract deleted files (unallocated space)

•
Slack space (stegonography)

•
Can analyze a disk w

ith a hex
editor or even vi
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Q
uick Delve  Into…

•
Slack space

•
Basic file structures

•
Deleting (and undeleting

files)
•

M
AC Tim

es and O
ther M

etadata 
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Slack Space

15

File

Disk blocks (512 bytes each)

File size:  4000 bytes

8 blocks = 4096 bytes on disk

Last block

416 bytes used
by the file

96 bytes of 
“slack  space”



Slack Space…

•
If there w

as not enough data in the buffer to 
fill a block then just use w

hat w
as already in 

the buffer (typically w
hen it w

as read)
•

O
ld data in the last block of a file w

ould not be 
overw

ritten and could be retrieved
•

Space could be used to hide secret data
•

M
odern O

Ss zero the buffers before 
w

riting, leaving no artifacts in the slack space
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Brief File System
s O

verview

Directory entry 1

17

Long File N
am

e
W

ee File

i= inode
num

ber

i
i Directory entry 2

……

s = file nam
e size

s
s

Block Group

Super-
block

Data blocks
Inode
Table

Inode
Bitm

ap
Block
Bitm

ap
Group
Descript



U
nix File System

s

•
Directories contain files, each entry has
–

the file nam
e

–
pointer to an inode

•
Inodes(index nodes) contain inform

ation about 
the files
–

O
w

ner and group
–

Perm
issions

–
File size

–
Pointer to blocks of data (can be 
direct, indirect, double indirect, triple indirect)
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File  System
s…

Attributes,  
ow

nership, 
perm

issions

i-node

Data blocks

Direct block

Indirect block
Double
indirect block

Triple
indirect block

Data blocks
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Direct block

Direct block

Direct block

Indirect block

Indirect block

Double
indirect block

Data blocks

Data blocks



Recovering Deleted Files: FAT, ext2

•
FAT: O

S deletes files by setting first byte in 
directory entry and m

arking data sectors on 
disk as free

•
ext2: entry rem

oved from
 directory, inode

and 
data blocks m

arked as free
•

U
ndelete by reading all directory entries or 

inodesand getting data blocks from
 disk (if 

they  haven’t  been  reused)
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File M
etadata

•
Tim

estam
ps on files:  

–
M

odify,  Access, inode
Change,  Delete,  Create (last tw

o 
optional)

•
Tim

e resolution
–

FAT: 10 m
sec

(creation), 2 sec (m
odify) –

1 day (access)
–

N
TFS: updated 1 hour (access), 100 nsec

precision
–

Linux: ext3: 1 sec, ext4: 1 nsec
•

High precision, not necessarily high accuracy
•

Tim
estam

p tim
e zone

–
System

 clock on local tim
e or U

TC?
–

Is clock correct (or synchronizes w
ith a source)?

–
W

here is investigator?
–

Is or w
as it daylight savings tim

e but not anym
ore?

–
Synchronizing w

ith m
ultiple com

puters?
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File M
etadata…

•
W

hen did an event occur
–

Editing a file
–

Copying files
–

Sitting in front of the com
puter

–
Dow

nloading pictures
•

Perm
issions

–
W

ho else could get at or alter the data?
–

Is this a potential possession or distribution 
crim

e?
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Application M
etadata

•
In addition to w

hen and w
ho, it m

ay provide 
provenance data 
–

W
here did that docum

ent com
e from

, w
here did that 

p
h

ra
se

you cut and pasted in W
ord com

e from

•
Exam

ples
–

Brow
ser history

–
Docum

ent history
–

Em
ail (to, from

, subject, tim
e, m

essage-id, IP address)
–

Printing
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2000s Era: Autom
ation

•
Sim

ple keyw
ord searches

•
Search sophistication: less than grep

•
Parse file system

s w
ithout using the O

S
–
The  Coroner’s  ToolKit(TCT) and later The Sleuth 
Kit (TSK), plus com

m
ercial tools

•
Find files, deleted files

•
Build prim

itive tim
e lines

•
Still m

anually intensive
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M
odern File System

s
•

Basic file structures
–

Sim
ilar but a bit m

ore com
plex

•
Deleting (and undeleting

files)
–

N
TFS deletes entry from

 dir but leaves M
FT entry 

(inode) intact w
ith pointer back to parent, can 

reconstruct file path, nam
e,  and contents. 

–
Ext3 w

ipes inodes, harder to undelete w
ithout carving

•
M

AC Tim
es and O

ther M
etadata 

–
atim

e
generally no longer set

•
Privacy and O

S efficiency m
odifications can m

ake 
som

e inform
ation m

ore difficult to get
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File Carving

•
Deleted files still exist as data runs of blocks on 
the disk in unallocated space.  

•
Challenge: Can these blocks be reassem

bled?
•

Answ
er: File Carving

(e.g., Scalpel)
•

Carvers have deep know
ledge of various file 

form
ats (jpeg, gif, png, m

p3, pdf, etc.)
•

Look for start and end m
arkers

•
Look for w

ays to link the end of one span to the 
beginning of another one
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M
odern Era Problem

s

•
Disk capacity (base system

 is >=1TB)
–

3TB @
 $100

•
SSDs
–

M
uch faster than m

echanical disks (yay)
–

W
ea

r
levelin

g
creates m

any copies of data (yay)
–

Trim
com

m
and perm

anently deletes data fast (boo)
•

Encryption (file, w
hole disk, and netw

ork)
–
W
ithout  a  passw

ord,  it’s  all  opaque
–

But, passw
ords are often resident in m

em
ory
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Disks Keep Getting Bigger

32
Source: W

ikipedia.org



Big Data, Big Problem
s

•
Im

aging  a 1TB disk can take  a few
 hours 

(depending on too m
any factors)

•
Indexing the data can take a long tim

e
–

128 Gigabytes of m
em

ory is still w
ay less than 1TB

•
Distributed com

puting, GPU
s, and storage 

(m
any spindles) can help,  but  …

•
M

ost forensic investigators (short of large 
governm

ent  agencies)  don’t  have  those  kind  
of resources to allocate p

er
ca

se.
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Solid State Drives
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SSDs: Pages and Blocks

36

Page: 4KB or 16KB

Block: 128 -512 pages
(128 4KB blocks in this 
exam

ple, 512KB total)

A 16GB disk  m
ight 

have 3200 blocks 
(not show

n).



SSDs: W
riting

37

Zeroed page

N
on-zero page

SSD  can  w
rite  a  page  at  a  tim

e,  if  it’s  an  em
pty  page.



SSDs: Erasing

38

Zeroed page

N
on-zero page

SSD can only erase an entire block at a tim
e, w

hich is slow
.

X



SSD Trim
 Com

m
and

•
Previously, an O

S updates its ow
n free block 

bitm
ap  w

hen  it  deletes  files  (doesn’t  tell  the  disk)
•
The  disk  doesn’t  know

  if  pages  are  free,  so  it  
m

ust preserve all pages.
•

W
hen the SSD erases a block, it m

ust copy all 
pages in block w

hich hurts perform
ance.  (SSDs 

have m
ore space than they advertise to support 

this.)
•

N
ow, the O

S sends Trim
com

m
and to SSD to 

indicate a block is no longer in use.  SSD w
ill not

preserve (copy) trim
m

ed blocks.
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Trim
  Com

m
and…

•
Blocks have a lim

ited lifetim
e (100K or 1M

 w
rites)

•
Blocks are constantly being erased in an SSD.
–

W
ea

r
levelin

g
used for w

rites to prevent a block from
 being 

w
ritten too m

any tim
es (dynam

ic) 
–

O
r to

o
 few

 tim
es(static) to ensure all blocks are used about the 

sam
e am

ount.
•

SSDs perform
 w

ear leveling  a
nytim

e
w

hen they have 
pow

er,  i.e.,  w
henever  plugged  into  a  U

SB  even  if  O
S  isn’t  

running.
•

Trim
m

ed blocks have a lifespan typically m
easured in 

seconds and ca
n

n
o

tbe recovered
•

Lim
its effectiveness of file carving

•
Good for privacy, bad for forensics
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Analysis II: The N
ext Generation

•
Tools provide a deep understanding of specific 
data form

ats
•

Tools help w
ith:

–
File carving, w

eb history, tim
eline analysis, p

eer-to
-

p
eer/file sh

a
rin

g
 analysis, em

ail (text m
essages for 

phones), reg
istry, and m

ore
•

Live foreniscs/m
em

ory interpretation provides 
insight into
–

Running and term
inated processes

–
Kernel and application data structures

–
M

em
ory resident program

s (m
alicious)
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Registry

•
Tree-like key/value store for W

indow
s, represented 

as a linked list on disk
–

Hives (files)
–

Keys (path in a tree)
–

Value (path to leaf)
–

Data type (string, binary, 2 byte, 4 byte, m
ulti-string 

(array), etc.)
–

Data (value of leaf)
•

Program
s store configuration and status data

•
For forensic investigators, registry can  either  be…

43
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Registry

•
Recently used files

•
Typed U

RLs
•

Installed program
s

•
Previously installed program

s
•

Program
s autom

atically run at log on
•

Devices that had been plugged in
•

Configuration settings, data locations

45



Recently U
sed Files

46
HKEY_CU

RREN
T_U

SER\Softw
are\M

icrosoft\O
ffice\12.0\Pow

erPoint\File M
RU



Runs W
hen A Specific U

ser Logs In
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Runs W
hen Any U

ser Logs In
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U
SB Devices the Com

puter Has Seen
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Peer-to-Peer
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Current Trends: Peer-to-Peer
•

M
any clients (program

) and servers (protocols)
•

Each program
 stores files in different 

locations, has different defaults, and 
different configuration file

•
Investigators need to determ

ine 
–

w
hat program

s are present
–

w
here the shared files are

–
w

here the m
etadata and logs are

–
w

hat data has been shared/distributed
•

Then they m
ust get it all in a forensically sound 

w
ay
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Trends: Live Forensics
•
Get  context  of  w

hat’s  happening    on  system
  N
O
W

–
Running processes

–
Active netw

ork connections
–

M
em

ory dum
p (m

em
ory-only program

s, encryption 
keys, etc.)

•
Can pre-deploy agent (plan to get hacked)

•
Push an agent on the m

achine (given credentials 
and contam

inating/overw
rite som

e evidence)
•

Reboot into a forensic DVD-only O
S (for som

e 
m

achines rebooting erases all m
em

ory)
•

O
r, break out  a  can  of  com

pressed  air,  and…
60



Data Rem
anence



Rem
anence at Room

 Tem
p

Source: http://citp.princeton.edu/m
em

ory

5 secs
30 secs

60 secs
5 m

ins(gone)

-50°C Brrrrrrrrrrrrr!

Canned air:         M
IN

U
TES

Liquid N
itrogen: AN

 HO
U

R

Bye, bye Bitlocker.



Trends

•
M

em
ory analysis

–
Best  Practices  10  years  ago  w

as  “pull  the  plug”
–

DFRW
S 2005 M

em
ory Challenge

•
Provided scenario, m

em
ory dum

ps, kernel, netw
ork 

capture, etc., and 7 questions to answ
er

•
M

otivated a lot of w
ork in the area of m

em
ory forensics

–
Identify  “key  schedules”  in  m

em
ory,  reduce  brute  

force search space and crack AES fast! (ref DFRW
S09)

–
N

ew
 tools w

hen given a m
em

ory dum
p can 

reconstruct processes, file descriptors, application 
data structures, and m

ore (Volatility, GRR)
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Trends

•
Link Analysis –

graph w
ho talks to w

hom
•

N
ew

 devices, new
 evidence sources

–
Cell phones, tablets, w

atches
–

Sm
art TVs store a LO

T
of inform

ation
“In  Soviet  Russia,  TV  w

atches  YO
U
”

•
Reverse Engineering
–
U
nderstand  w

hat’s  going  on
–

Defeat hiding m
echanism

s
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Trends:  Reverse  Engineering  for…
•

Analysis of large installation break-ins
–

Break-ins at Target, Hom
e Depot, JP 

M
organ, Chase, W

alm
art, (IRS?) just this year!

•
“Advanced  Persistent  Threat”
–

Deeply com
prom

ised system
s

–
Q

uietly com
prom

ised
•

Bot-nets (m
ore sophisticated C&

C)
•

Anti-forensics (detection)
•

Line betw
een IR and LE practitioners are fuzzy at 

best

65



Archival Forensics

•
Donated  collections,  retiring  professors,  …

•
O
LD  system

s  (‘90s  era  and  beyond)
•

Privacy is a huge issue—
w

hat can be released 
to the public?
–

Em
ail

–
Contacts

–
Drafts of fam

ous papers and books

•
Is  it  “real”  forensics?  Yes!
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Archival Forensics
•

Goals:
–

Preserve inform
ation

–
Find out w

hat happened, how
 it w

orked, catalog data and 
m

edia, in
ten

t

•
M

ethods
–

U
se  standard  tools  (Encase,  FTK,  The  Sleuth  Kit,  …

)
–

Create new
 tools as needed

•
Constraints
–

Don’t  change  sources  if  possible (archival principles)
–

Lim
ited inform

ation/cooperation from
 ow

ner
•

M
ain differences

–
N

ot presenting before a court of law
–

Goal is to provide public access to the m
aterial

67



Archival Principles
•

Provenance/Authenticity
•

Respect des fonds
–

Keep records em
anating from

 the sam
e source together

–
Group w

ithout m
ixing them

 w
ith others

•
Preserve order

•
Don’t  organize  things  in  a  w

ay  that  distorts  the  original  
context

•
Access
–

Least restrictive access, reasonable redaction
–

Donor agreem
ent

•
D
o
n
’t  sp

e
ak  fo

r  th
e
m
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Sum
m

ary
•

Forensics benefits from
 inform

ation leaks from
 

applications, O
S, and m

ore
•

Forensics and security are at odds (privacy too)
•

Forensics benefits from
 softw

are w
ritten w

ithout regard to 
privacy w

here deep state inspection w
as never considered

•
Correlation of m

ultiple data sources can provide a m
uch 

m
ore detailed picture of events

•
Generally m

ost sources w
ere not intended to be used for 

forensics
•

O
ften these sources change or are rem

oved
•

Privacy m
echanism

s can foil som
e analysis

•
Analysis requires deep know

ledge and m
eticulous detail
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Challenges and Research Problem
s

•
Handling big data (need to m

ove beyond floppy disk m
entality)

–
U

sing partial im
ages/sam

ples (legal and technical)
•

Integrating m
ore sources of evidence

•
Autom

atic event reconstruction
•

Privacy concerns
•

Anti-forensics (tools and techniques to defeat forensic analyses)
•

Reverse engineering
•

Different groups have different goals, requirem
ents, and restrictions

–
“If  it’s  good  enough  for  law

  enforcem
ent…

”  not  true  for  everyone
•

Autom
ation  w

hile  avoiding  “black  box”  syndrom
e  (“because  the  

program
  said  so”  is  not  a  valid  response  to  “w

hy  did  you  claim
  m

y  
client  is  responsible?”)

•
Little research m

oney and lim
ited com

m
ercial m

arket
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Thank you

Q
uestions, com

m
ents now,

or later to: frank@
notfrank.com
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A Few
 References/Sources

Conference
•

Digital Forensics Research 
W

orkshop, w
w

w
.DFRW

S.org
(all papers and presentations )

Journal
•

Digital Investigation 
–

http://w
w

w
.journals.elsevier.com

/digital-investigation/
“C

o
o
l”  R

e
se
arch

•
Lest W

e R
em

em
b

er: C
o

ld
 B

o
o

t 
A

tta
cks o

n
 En

cryp
tio

n
 Keys, J. 

Alex Halderm
an,  et al., 17th 

U
SEN

IX Security Sym
posium

 (Sec 
’08),  San  Jose,  CA,  July  2008. 
http://citp.princeton.edu/pub/coldbo
ot.pdf

Fun book
•

The  Cuckoo’s  Egg  by  Cliff  Stoll
–

N
etw

ork forensics and good 
storytelling, 1989

Tools
•

Scalpel 
https://github.com

/sleuthkit/scal
pel

•
The Sleuth Kit 
(http://w

w
w

.sleuthkit.org/)
•

Volatility (m
em

ory forensics)
–

https://code.google.com
/p/volatili

ty/
•

GRR, I.R. for rem
ote live forensics

–
https://github.com

/google/grr
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