Machine Learning for Data Science (CS4786)

Lecture 20

Finish HMM, Inference in Graphical Models

Course Webpage :
http://www.cs.cornell.edu/Courses/csd4786/2016fa/



ANNOUNCEMENT

@ No lecture Tuesday, Nov 8th!

@ Next Thursday Nov 10th, guest lecture by Prof. Kilian Weinberger
on TSNE



BAYESIAN NETWORKS

@ Directed acyclic graph (DAG): G=(V,E)

@ Joint distribution Pg over Xq, ..., X,, that factorizes over G:

N
Pg (X1 ..... Xn) = HP@ (Xi\Parent(Xi))
=1

@ Hence Bayesian Networks are specified by G along with CPD’s
over the variables (given their parents)



VARIABLE ELIMINATION: EXAMPLES

* Marginals are enough:

P(X; =z, Xy =z, X; = 24, Xp, = 1)
P(XZ = ZUi,Xh — £Eh)

P(X; =2, Xy = x| X; = 24, Xp, = 23) =
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VARIABLE ELIMINATION: EXAMPLES

P(Given variables) = Sum over all other variables (P(All variables))
= Sum over all other variables (Product P(Xi|Parents(Xi)))

:S:S:S:P(Xl = 21, X9 :$2,X3 :51737X4)

r1 T2 I3

— yy? (X1 =) P(X2 = 22| X1 = 21) - P(X3 = 23| X2 = x2) - P(Xu[] X2 = x2))

r1 T2 I3




VARIABLE ELIMINATION: EXAMPLES

P(Given variables) = Sum over all other variables (P(All variables))
= Sum over all other variables (Product P(Xi|Parents(Xi)))

:S:S:S:P(Xl = 21, X9 :$2,X3 :51737X4)

r1 T2 I3

— yy? (X1 =) P(X2 = 22| X1 = 21) - P(X3 = 23| X2 = x2) - P(Xu[] X2 = x2))

r1 T2 I3

— Z ( X1 = I Z (P(X2 — ZCQ‘Xl — $1)P(X4‘X2 — 5132) (Z P(X3 — $3‘X2 — £C2)>>>

I3



VARIABLE ELIMINATION: BAYESIAN NETWORK

Initialize List with conditional probability distributions

Pick an order of elimination I for remaining variables

For each X; €1

Find distributions in List containing variable X; and remove them

Define new distribution as the sum (over values of X;) of the
product of these distributions

Place the new distribution on List

End

Return List



VARIABLE ELIMINATION: ORDER MATTERS
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VARIABLE ELIMINATION: ORDER MATTERS

List initialized to : {P(X1), P(X2[X1), P(X3|X1),...,P(Xn[X1)}
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VARIABLE ELIMINATION: ORDER MATTERS

List initialized to : {P(X1), P(X2[X1), P(X3|X1),...,P(Xn[X1)}
Say I =(1,2,3,...,n-1)

lteration 1: Eliminate X
All terms In list iInvolve X1 so remove all of them

Replace them by table:
L1(£131, “ . ,ZIZn) — Z (P(Xl — $1) HP(Xt — QZ‘t‘Xl — 331))

T1 t=2



VARIABLE ELIMINATION: ORDER MATTERS

I_lSt o . . . (MHY/\/ .\ I.'\/\/AI\/.\ N/ \/~I\/ .\ N/ \/ IX_I)}
- |What S the size of table L17

lteration 1: Eliminate X

All terms In list iInvolve X1 so remove all of them

Replace them by table:
Ll(CIZ‘l, “ . ,ZIZn) — Z (P(Xl — ZEl) HP(Xt — th‘Xl — 331))

T1 t=2



VARIABLE ELIMINATION: ORDER MATTERS

List initialized to : {P(X1), P(X2[X1), P(X3|X1),...,P(Xn[X1)}



VARIABLE ELIMINATION: ORDER MATTERS

List initialized to : {P(X1), P(X2[X1), P(X3|X1),...,P(Xn[X1)}
Say I = (n-1,n-2,...,1)



VARIABLE ELIMINATION: ORDER MATTERS

List initialized to : {P(X1), P(X2[X1), P(X3|X1),...,P(Xn[X1)}
Say I = (n-1,n-2,...,1)

lteration 1: Eliminate Xn-1



VARIABLE ELIMINATION: ORDER MATTERS

List initialized to : {P(X1), P(X2[X1), P(X3|X1),...,P(Xn[X1)}
Say I = (n-1,n-2,...,1)
lteration 1: Eliminate Xn-

Remove P(Xn|X1) from List and replace by
L,_1(x1) ZP X1l X1 =21) =1

Ln—1



VARIABLE ELIMINATION: ORDER MATTERS

List initialized to : {P(X1), P(X2[X1), P(X3|X1),...,P(Xn[X1)}
Say I = (n-1,n-2,...,1)
lteration 1: Eliminate Xn-

Remove P(Xn|X1) from List and replace by
L,_1(x1) ZP X1l X1 =21) =1

Ln—1

All the way up to X2 we replace by all ones message
In then end we only have P(X1),P(Xn|X1)



VARIABLE ELIMINATION: ORDER MATTERS

Right order: O(n)

Wrong order: O(2")



MESSAGE PASSING

o Often we need more than one marginal computation

@ Can we exploit structure and compute these intermediate terms
that can be reused?

Eg. forward backward algorithm for HMM



BELIEF PROPAGATION

* Think of vertices Iin graphical model as nodes in a
network

 On every round, each node sends and receives
messages from all its neighbors



BELIEF PROPAGATION

* This is specific to Bayesian networks
 Messages to parents: beliet about parent’s value

 Messages to Children: belief about self



BELIEF PROPAGATION

* Evidence Eitfor node Xi can be seen as a priori
belief of each node about itselt.

e |f unobserved, set it to uniform distribution
e |f Xi=XilIS observed,

set Ei(xi) = 1 and Ei(x) = O for any other x



BELIEF PROPAGATION
Alarm in Alarm in Alarm in
Kitchen Bedroom Garage
Central system for
System garage
Call your
cell-phone




BELIEF PROPAGATION
Alarm in Alarm in
Kitchen Garage
Central system for
System garage
Call your
cell-phone

You receive phone call




BELIEF PROPAGATION




BELIEF PROPAGATION

Ex =[0.5,0.5] Ep=1[0.505]  Eg=1][0.50.5]




BELIEF PROPAGATION

Ex =[0.5,0.5] Ep=1[0.505]  Eg=1][0.50.5]




BELIEF PROPAGATION

e On each round:

Use evidence + messages from previous round to
compute new message
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BELIEF PROPAGATION

e On each round:

Use evidence + messages from previous round to
compute new message

Round -1




BELIEF PROPAGATION

e On each round:

Use evidence + messages from previous round to
compute new message

Round |

=
#
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BELIEF PROPAGATION

Message from node Xi to Parent Xjon round t

M;E_)j () = Z Ex,(z;)P(X; = x;|Parents(X;)) (product of all messages but one from X;)
zi,Parents(X: )\ X; from previous round (t-1)



BELIEF PROPAGATION

Message from node Xi to Parent Xjon round t

Mz'tr—>j () = Z Ex,(z;)P(X; = x;|Parents(X;)) (product of all messages but one from X;)

zi,Parents(X;)\X, from previous round (t-1)

Message from node Xi to Child Xk on round t

M} () = Z Ex,(z;)P(X; = x;|Parents(X;)) (product of all messages but one from X)

Parents(Xy) from previous round (t-1)



BELIEF PROPAGATION

Message from node Xi to Parent Xjon round t

M;E_)j () = Z Ex,(z;)P(X; = x;|Parents(X;)) (product of all messages but one from X;)
zi,Parents(X: )\ X; from previous round (t-1)

Message from node Xi to Child Xk on round t

M} () = Z Ex,(z;)P(X; = x;|Parents(X;)) (product of all messages but one from X)

Parents(X:) from previous round (t-1)

After convergence:

P(X; = x;|Observation) Z Ex. (x;) x P(X; = x;|Parent(X;)) x Product of all messages

values of Parent(X})



BELIEF PROPAGATION

il &
P(SK, B) PG
e >




BELIEF PROPAGATION

Ex =[0.5,0.5] Ep=1[0.505]  Eg=1][0.50.5]




