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PROBABILISTIC MODELS

@ O consists of set of possible parameters
@ We have a distribution Py over the data induced by each 0 € ©
@ Data is generated by one of the 0 € ©

@ Learning: Estimate value or distribution for 6" € © given data



MAXIMUM LIKELIHOOD PRINCIPAL

Pick 0 € © that maximizes probability of observation

OMmLE = argmaxy o log Po(x1, ..., X1,)
N —’

Likelihood



Multivariate Gaussian

* [woO parameters:
e Mean p € R?

e Covariance matrix 2. of size dxd

pai 1, E) = (27)det(S) /2 exp (—<a:~ W) TS - m)




(Gaussian Mixture Models

Each 6 € © is a model.

@ Gaussian Mixture Model

e Each 0 consists of mixture distribution 7t = (714, . . ., Tl ), Means
wi, ..., ug € R? and covariance matrices X1, .. ., 2K

® For each t, independently:
ct~ 1, Xt ~N(U, Z¢,)

m = 0.5 $%
21 A 0.25

Vo @

o — 0.25




TOWARDS EM ALGORITHM

@ Latent variables can help, but we have a chicken and egg problem

Given all variables including latent variables, finding optimal
parameters 1s easy

Given model parameter, optimizing/finding distribution over the
latent variables is easy



EM ALGORITHM FOR GMM

Q Initialize model parameters 7T(0), H§0) ..... u1(<0) and NG X

@ Fori=1 until convergence or bored
0 QP (k) o p(x;; n™, 26y (D

@ Foreveryke K],

0 - >iq Qt(i) (k)x; 5(i) _ Y1 Qt(i) (k) (xt - H;Ei)) (xt - H;Ei))
L Qi) T S Qe(k)

(weighted centroid) (weighted covariance)

| n  ~()
() _ L= Qr (K)

k n

© End For



Demo



WHY SHOULD EM WORK?

A very high level view:

@ Performing E-step will never decrease log-likelihood (or log a
posteriori)

@ Performing M-step will never decrease log-likelihood (or log a
posteriori)



WHY SHOULD EM WORK?

@ Likelihood never decreases

@ So whenever we converge we converge to a local optima

@ However problem is non-convex and can have many local optimal
@ In general no guarantee on rate of convergence

@ In practice, do multiple random initializations and pick the best
one!



WHY SHOULD EM WORK?

Steps to show that log Lik(0()) > log Lik(8(~1)) :
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log Py (x1, ..., Xn) = Y 1og Pga (x¢)
=1



WHY SHOULD EM WORK?

Steps to show that log Lik(0()) > log Lik(8(~1)) :



WHY SHOULD EM WORK?

Steps to show that log Lik(0()) > log Lik(8(~1)) :
log Py (x1, ..., Xp) = ZlogPem (xt)
Z (Z Py (xt, Ct))
z": Z 09 (e) (Pea) (xt Ct))
Q(l) (ct)




WHY SHOULD EM WORK?

Steps to show that log Lik(0()) > log Lik(8(~1)) :

log Py (x1, ..., Xp) = Z log Py (xt)

=1
g"; (Z Py (xt, Ct))
- (i) Pg (xt,Ct))
; (Z QY (cr) ( Q(i)(Ct) )
n K P (xt,ct)

(1) o (1)
-2, 2 0o i)



WHY SHOULD EM WORK?

Steps to show that log Lik(0()) > log Lik(8(~1)) :
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Pgaiy (xt, Ct))
QW (cy)
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MIXTURE OF MULTINOMIALS

@ Eg. Model purchases of each customer (z;, = one of the d items bought)

@ K-types of customers, each designated with distribution over the d
items to buy

@ Generative model:
o 7 is mixture distribution over the K-types of buyers

® P1,..., pk are the K distributions over the d items, one for each
customer type

o Generative process, each round draw customer type ¢; ~ 7t

o Next given ¢; draw list of purchases as x; ~ multinomial(p,, )



EM ALGORITHM FOR MIXTURE OF MULTINOMIALS

@ Initialize model parameters 7(*) and p%o) ..... p1(<0).

@ Fori=1 until convergence or bored
© Q" (k) o< py V]

@ Foreveryke K],

QYW= o _ S QK
o1 Qt(k) - n

P [f] =

© End For



MIXTURE MODELS

@ 7 is mixture distribution over the K-types

® v1,...,Yk are parameters for K distributions

@ Generative process:
o Draw typec; ~ 7

o Next given ¢;, draw x; ~ Distribtuion(y,)



EM ALGORITHM FOR MIXTURE MODELS

For 1 =1 to convergence
(E step) For every ¢, define distribution Q; over the latent variable c; as:

QW (¢;) o« PDE(xp; v ™) - D [gy]

(M step) Foreveryke{l,..., K}

. n O .
() _ i1 Q'K e

= argmin z”: Qi[k]log(PDF(xt;v))
n Y  t=1

@ X; observation, ¢; latent variable.



