
CS4786/5786: Machine Learning for Data Science, Spring 2015
4/7/2015: Lecture 18 handout: Developing an important generative story: Latent Dirichlet allocation

Announcements Tentative upcoming workload schedule:

• Competition 1: Dataset already released. Instructions out today-ish? Tentative due date Wed April
22, 11:59pm.

• A3: Released relative soon-ish, probably due somewhere in the weeks of the 20th or the 27th.

• Competition 2: Released maybe around the weeks of the 20th or 27th, due Mon May 11th, 4:30pm.
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I. Clicker question: notation review What is the (possibly unnormalized) probability of a single xt
according to our model, assuming we knew the hidden π, φjs, and cts?

(A) π[ct]
m!

xt[1]!xt[2]! · · ·xt[d]!

d∏
`=1

φct [`]
xt[`]

(B) π[ct]
m!

φ[1]!φ[2]! · · ·φ[d]!

d∏
`=1

xct [`]
φ[`]

(C) xt[ct]
m!

φ[1]!φ[2]! · · ·φ[d]!

d∏
`=1

πct [`]
φ[`]

(D) φ[ct]
m!

xt[1]!xt[2]! · · ·xt[d]!

d∏
`=1

πct [`]
xt[`]

II. Clicker question: new likelihood What is the likelihood of a single xt under our second model (after
mixture of multinomials, before full-blown each customer has different preference profile)?

(A)

m∏
q=1

φ[ct[q]]πct[q][xt[q]]

(B)

m∏
q=1

π[ct[q]]φct[q][xt[q]]

III. From Percy Liang and Dan Klein’s 2007 tutorial, Structured Bayesian Nonparametric Models
with Variational Inference (on next page)
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