


k-means algorithm Start with some initialization r̂j
0 , j ∈ 1, . . . ,K (superscripts = iteration number, we

start with i = 0). Repeat until “convergence”:

1. Assign each x to its nearest representative r̂j
i.

2. Set r̂j i+1 to be the centroid of the xs now assigned to it.

3. Increment i

single-link algorithm We start with n clusters, each containing a single point. Here, think of clusters as
connected components in an undirected graph. Repeat until there are only K clusters:

1. Add an edge between the two points x and x′ in different clusters that have the minimum distance
between them, thus merging their component clusters.
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