
Deep Learning
Week 7: Diffusion Models

Logistics

● Homework 4
○ Due Sunday March 24th (still have two slip days
○ Shorter assignment on VAEs and Diffusion
○ Pinned posts

● Feedback form for HW3 and associated content is due on tomorrow
● Reselased project feedback and HW2 feedback

○ Check graded documents for feedback!
● Midterm next Thursday (03/28)

○ During regular class time 
○ Alternate time offered Wednesday at (03/27)
○ Location and time will be posted on Ed

Denoising Diffusion Models

Denoising diffusion models consist of two processes:

● Forward diffusion process that gradually adds noise to input
● Reverse denoising process that learns to generate data by denoising 

…

Forward Process

Reverse Process

Can sample        in closed-form as  

Details: Forward Process

…



Aside: Noise Schedules

● Define the noise schedule in 
terms of                  

○ Some monotonically decreasing 
function from 1 to 0

● Cosine Noise schedule:

Nichol, Alexander Quinn, and Prafulla Dhariwal. "Improved denoising diffusion probabilistic models." 
International conference on machine learning. PMLR, 2021.

Key Idea

We introduce a generative model to approximate the reverse process:

…

Key Idea

We introduce a generative model to approximate the reverse process:

…

Learning Objective!
Find the model that maximizes the likelihood of the 

training data
i.e. same as VAEs, variational inference; approximate the true posterior

Training: Principled Derivation



Training Objective

● Bound the likelihood with the ELBO 
○ Exactly like hierarchical VAEs

http://cs231n.stanford.edu/slides/2023/lecture_15.pdf

Training Objective

● Bound the likelihood with the ELBO 
○ Exactly like hierarchical VAEs

Discuss: How does the diffusion model construction help minimize the first two 
terms?

http://cs231n.stanford.edu/slides/2023/lecture_15.pdf

Discuss:

Differences between diffusion models and hierarchical 
VAEs? 

Learning Objective!

http://cs231n.stanford.edu/slides/2023/lecture_15.pdf

Training Objective

● Bound the likelihood with the ELBO 
○ Exactly like VAEs

Learning Objective!

http://cs231n.stanford.edu/slides/2023/lecture_15.pdf



Parameterizing the Denoising Model

http://cs231n.stanford.edu/slides/2023/lecture_15.pdf

Training Objective Weighting

ELBO objective leads to a specific regression weight at each time step:

However, this weight is often very large for small t’s

Ho et al., 2020 proposed the following objective to improve perceptual quality:

http://cs231n.stanford.edu/slides/2023/lecture_15.pdf

Approaches zero!

What Network Architecture to Use For        ?

People often use U-Nets with residual blocks and self-attention layers at low resolutions

Has same input and output image dimensions

Time representation: sinusoidal positional embeddings

Inject time embedding throughout the network (e.g. additive positional embedding)
http://cs231n.stanford.edu/slides/2023/lecture_15.pdf

Diffusion Results

Outperforms prior generative models when using the simplified training objective

ELBO objective performs worse!

Ho et al. 2020

ELBO



Training Objective Weighting

● ELBO forces the network to model 
imperceptible details

○ Less modeling capacity dedicated to 
perceptible details (global image 
structure, etc.)

● If you care about perceptual quality:
○ Decrease the loss weighting for low noise 

levels

Kingma, Diederik, and Ruiqi Gao. "Understanding diffusion objectives as the ELBO with simple 
data augmentation." Advances in Neural Information Processing Systems 36 (2023).

Connection to VAEs

Diffusion models can be considered as a special form of hierarchical VAEs.

However, in diffusion models:

● The inference model is fixed: easier to optimize
● The latent variables have the same dimension as the data.
● The ELBO is decomposed to each time step: fast to train
● Can be made extremely deep (even infinitely deep)
● The model is trained with some reweighting of the ELBO

○ Can trade off likelihood for improved perceptual quality

Alternative Diffusion Parameterization: Data Prediction

Can also view the diffusion network as learning to predict the original data

For sampling, want                       , but don’t have access to the original data 

Alternative Diffusion Parameterization: Data Prediction

Diffusion training objective:

Can also view the diffusion network as learning to predict the original data

Use our estimate of the original data,             , to sample:



Training Algorithm

←    Sample original image from image distribution

←    Sample random time step uniformly

←    Sample Gaussian noise

←    Model predicts noise applied at time step t and 
calculate loss

Sampling Algorithm

←    Sample pure Gaussian noise

←    Sample Gaussian noise to 
apply to image

← Predict noise applied to 
image and remove that noise

Generative Modeling

Image Source

Generative Modeling

Target Distribution

Latent Distribution

Image Source



Generative Modeling

Target Distribution

Latent Distribution

VAEs typically have a smaller 
latent dimension, while 
diffusion models do not

Image Source

Diffusion Models vs. VAEs vs. GAN

Source 

Stable Diffusion Demo!

https://huggingface.co/spaces/stabilityai/stable-diffusion 

Sample input: "messi as a real madrid player"

Two Perspectives



Score-based Models

Would like to model the probability density function as follows: 

Discuss: Any problems with directly modelling this?

Score-based Models

Would like to model the probability density function as follows: 

Want to maximize the log-likelihood of the data:

Instead approximate the score function:

Loss function

unknown!
Predicted 

score!

Score-based Models



Add noise!

Training

Training Objective for noise level t:

Using results from denoising score matching [1]:

Using the definition of the pdf of a gaussian,

[1] P. Vincent. A connection between score matching and denoising autoencoders. Neural computation, 23(7):1661–1674, 2011.

Discuss: How does this training objective relate to that of DDPMs?



Continuous time (Stochastic Differential Equation Perspective) Continuous time (Stochastic Differential Equation Perspective)

Score from network

Conditional Diffusion 

● We want to condition on images or text

● Learn a conditional diffusion model 

“A cat”

Text Encoder

Cross 
Attention

Conditional Diffusion with Classifier Guidance

● May not have access to paired data for training

● Use Bayes’ rule to decompose the conditional score into the unconditional 

score and a likelihood term

● Only need to train a classifier on noised data



Unconditional Model Conditional Model

Dhariwal, P., & Nichol, A. (2021). Diffusion models beat gans on image synthesis. Advances in neural information processing systems, 34, 8780-8794.

Classifier-Free Guidance

● Train a joint conditional and unconditional diffusion model

● Conditioning information is added by concatenating to input or cross attending

● Modified conditional distribution

● Conditional sampling

Classifier-Free Guidiance

Significantly improves 
quality of conditional models

Used by practically every 
conditional diffusion model

Increasing 
Guidance

Saharia, C., Chan, W., Saxena, S., Li, L., Whang, J., Denton, E. L., ... & Norouzi, M. 
(2022). Photorealistic text-to-image diffusion models with deep language 
understanding. Advances in neural information processing systems, 35, 36479-36494.

Saharia, C., Chan, W., Saxena, S., Li, L., Whang, J., Denton, E. L., ... & Norouzi, M. (2022). Photorealistic text-to-image diffusion models with deep 
language understanding. Advances in neural information processing systems, 35, 36479-36494.



Latent Diffusion

https://neurips2023-ldm-tutorial.github.io/

High-Resolution Image Synthesis with Latent Diffusion Models

Rombach et al., “High-Resolution Image Synthesis with Latent Diffusion Models”, CVPR, 2022

Latent Diffusion

https://neurips2023-ldm-tutorial.github.io/

Impact of Patch Discriminator

https://neurips2023-ldm-tutorial.github.io/



Latent Diffusion Latent Diffusion

Latent Diffusion

Many state-of-the-art large-scale text-to-image models are latent diffusion models

● Stability AI’s Stable Diffusion
● Meta’s Emu
● OpenAI’s Dall-E 3

Latent Diffusion for Video Generation

Prompt: 3D animation of a small, 
round, fluffy creature with big, 
expressive eyes explores a 
vibrant, enchanted forest.



Latent Diffusion for Video Generation

Prompt: 3D animation of a small, 
round, fluffy creature with big, 
expressive eyes explores a 
vibrant, enchanted forest.

Prompt: A cat waking up its 
sleeping owner demanding 

breakfast.

Review

● Diffusion models can be used to generate high quality samples

● They were introduced simultaneously from two different perspecteives

● Conditional diffusion models can be used to generate samples conditioned on 

other text or image

● Diffusion can also be performed in latent spaces


