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Forward Pass (prediction):

How easy is it to compute gradients?

As usual bias can be 
aborted in each layer by 
inserting 1 to each layer 
as extra feature

To learn the parameters of the NN, we use gradient descent!

Input layer

1st hidden layer 2nd hidden layer

Output layer

Warmup with 1 dimensional example without bias:

Typically σL is different from 
others

Karthik Sridharan
Neural Networks (Deep Learning)
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Approximate Training loss using 1 on m can samples
l hex y x y dots

Forevery layer k WR Wr 2 Twal axil gi

Compute a's and z's from forward pass (store 1.
them) 
Run backward pass using a’s and z’s from 2.
forward pass (computes gradients)

this can be expensive when n is large

One update using one or m samples randomly drawn from D

Stochastic Gradient Descent:

each one using backprop

To minimize training loss using gradient descent: 
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