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Everything in the uorlol describes the part =

of the World relevant

to predicting y .

Feature extraction and the actual prediction making are both

important Components, and both incur error
.

Edie : What could E consist of when you are trying to predict ...

... if an email is spam or  not . spam f- hand
... If the Coca Cola stock will go up tomorrow ?

... where Jupiter  will be tomorrow ?

... if a picture that you just took  contains  a Moose ?

How do we obtain h ?

- Traditional ( S approach: Pay CS Major to implement a program (somehow )

-

Supervised Learning approach : Learn h from past data !

To learn ue need four things :

1. Data { liiuimcii,ynD 2. A hypothesis class H 3. A loss knctionl :H→R+o

for which we know both Tandy of candidate model, HEH) that tells as40 - good
heh is

.

4. An optimization algorithm to find hit :
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