Neural Network
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## Recap on Boosting

Boosting iteratively learns a new classifier, and add it to the ensemble Initialize $H_{1}=h_{1} \in \mathscr{H}$
For $\mathrm{t}=1 \ldots$

$$
\begin{aligned}
& \text { Denote } \hat{\mathbf{y}}=\left[H_{t}\left(x_{1}\right), H_{t}\left(x_{2}\right), \ldots, H_{t}\left(x_{n}\right)\right]^{\top} \in \mathbb{R}^{n} \\
& \text { Solve the optimization problem: } h_{t+1}=\arg \max _{h \in \mathscr{H}}\left\langle\left[\begin{array}{c}
h\left(x_{1}\right) \\
\cdots \\
h\left(x_{n}\right)
\end{array}\right],-\nabla L(\hat{\mathbf{y}})\right\rangle \\
& H_{t+1}=H_{t}+\alpha h_{t+1}
\end{aligned}
$$
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## Recap on AdaBoost

Adaboost follows this framework with $\ell(\hat{y}, y)=\exp (-\hat{y} \cdot y)$

1. Create a new weighted dataset:

For each $x_{i}$, compute $p_{i} \propto \exp \left(-\hat{y}_{i} \cdot y_{i}\right)$
Binary classification: $h_{t+1}=\arg \min _{h \in \mathscr{H}} \sum_{i} p_{i} \cdot \mathbf{1}\left\{h\left(x_{i}\right) \neq y_{i}\right\}$
2. Add new learner to the ensemble:

$$
H_{t+1}=H_{t}+\frac{1}{2} \ln \frac{1-\epsilon}{\epsilon} \cdot h_{t+1}
$$
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Within 90 degree, so improve the objective!

## Formal Convergence of AdaBoost
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$$
\frac{1}{n} \sum_{i=1}^{n} \exp \left(-H_{T}\left(x_{i}\right) \cdot y_{i}\right) \leq n\left(1-4 \gamma^{2}\right)^{T / 2}
$$

Note zero-one loss is upper bounded by exponential loss

$$
\frac{1}{n} \sum_{i=1}^{n} 1\left\{\operatorname{sign}\left(H_{T}\left(x_{i}\right)\right) \neq y_{i}\right\} \leq \frac{1}{n} \sum_{i=1}^{n} \exp \left(-H_{T}\left(x_{i}\right) \cdot y_{i}\right) \leq n\left(1-4 \gamma^{2}\right)^{T / 2}
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## Thinking about Boosting via two player zero sum game

$|\mathscr{D}|=n$


Row player plays hypothesis $h \in \mathscr{H}$
Column player plays example $(x, y)$

Row player gets loss $\mathbf{1}\{h(x) \neq y\}$
Column player gets loss $\mathbf{- 1}\{h(x) \neq y\}$

Boosting can be understood as running some specific algorithm to find the Nash equilibrium of the game
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Negative part does not make too much sense

We can fix this with a simple nonlinear function
$y=\max \left\{w_{1} x+w_{0}, 0\right\}$
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Vectorized form:

$$
\begin{gathered}
\text { Define } W=\left[\begin{array}{c}
\left(w_{1}\right)^{\top} \\
\cdots \\
\left(w_{K}\right)^{\top}
\end{array}\right] \in \mathbb{R}^{K \times d} \\
\alpha=\left[a_{1}, \ldots, a_{K}\right]^{\top} \\
y=\alpha^{\top}(\operatorname{ReLU}(W x))+b \\
\text { Learnable feature } \phi(x)
\end{gathered}
$$
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## A multi-layer fully connected neural network

Define it by a forward pass:


$$
z^{[1]}=x
$$

For $t=1$ to $\mathrm{T}-1$ :

$$
\begin{aligned}
& z^{[t+1]}=\operatorname{ReLU}\left(W^{[t]} z^{t}\right) \\
& y=\alpha^{\top} z^{[T]}+b
\end{aligned}
$$

## The benefits of going deep



## The benefits of going deep



Allows us to represent complicated functions without making NN too wide
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Let $\ell(h(x), y)$ be any differentiable loss function

Compute gradients:

$$
\begin{array}{ll}
\frac{\partial \ell(h(x), y)}{\partial W^{[1]}} & \frac{\partial \ell(h(x), y)}{\partial W^{[2]}} \\
\frac{\partial \ell(h(x), y)}{\alpha} & \frac{\partial \ell(h(x), y)}{b}
\end{array}
$$

(Next lecture: backpropagation for computing gradients)
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Mini-batch Stochastic gradient descent
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For epoc $t=1$ to $T$ :
// important (unbiased estimate of
Randomly shuffle the data the true gradient)

Split the data into $n / B$ many batches $\mathscr{D}_{i}$, each w/ size B
For $\mathrm{j}=1$ to $n / B$
Mini-batch gradient $g=\sum_{x, y \in \mathscr{D}_{i}} \nabla_{\theta} \ell\left(h_{\theta}(x), y\right) / B$

## Training neural network via SGD

Mini-batch Stochastic gradient descent

$$
\theta=\left[W^{[1]}, W^{[2]}, \alpha, b\right]
$$



For epoc $t=1$ to $T$ :
// important (unbiased estimate of
Randomly shuffle the data the true gradient)

Split the data into $n / B$ many batches $\mathscr{D}_{i}$, each w/ size B
For $\mathrm{j}=1$ to $n / B$

$$
\begin{aligned}
& \text { Mini-batch gradient } g=\sum_{x, y \in \mathscr{D}_{i}} \nabla_{\theta} \ell\left(h_{\theta}(x), y\right) / B \\
& \theta=\theta-\eta g
\end{aligned}
$$

## Training neural network via SGD

SGD helps avoiding local minima and saddle point
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## Consider a $\mathrm{NN} f(x ; \theta)$

Let's do a first order Taylor expansion around initialization $\theta_{0}$

$$
\begin{aligned}
& \left.f(x ; \theta) \approx f\left(x ; \theta_{0}\right)+\nabla_{\theta} f\left(x ; \theta_{0}\right)^{\top}(\theta)-\theta_{0}\right) \\
& \text { feature } \phi(x) \\
& \\
& \quad K\left(x, x^{\prime}\right)=\phi(x)^{\top} \phi\left(x^{\prime}\right)
\end{aligned}
$$
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## Connecting neural network with kernels

## Consider a $\mathrm{NN} f(x ; \theta)$

Let's do a first order Taylor expansion around initialization $\theta_{0}$

$$
\begin{aligned}
& f(x ; \theta) \approx f\left(x ; \theta_{0}\right)+\underbrace{+\nabla_{\theta} f\left(x ; \theta_{0}\right)^{\top}(\theta)}-\theta_{0}) \\
& \quad \text { feature } \phi(x) \\
& \\
& \qquad K\left(x, x^{\prime}\right)=\phi(x)^{\top} \phi\left(x^{\prime}\right)
\end{aligned}
$$

If NN training does not move $\theta$ to far away from $\theta_{0}$, this is behaving like kernel regression
(the Neural Tangent Kernel theorem)

## Summary for today

1. Neural network is universal function approximation
2. SGD is important for training neural networks

Next lecture: backpropagation

