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Outline 

Questions in Statistical Learning Theory: 

– How good is the learned rule after n examples? 

– How many examples do I need before the learned rule is accurate? 

– What can be learned and what cannot? 

– Is there a universally best learning algorithm? 

 

In particular, we will address:  

 What is the true error of h if we only know the training error of h? 

– Finite hypothesis spaces and zero training error 

– Finite hypothesis spaces and non-zero training error 

– Infinite hypothesis spaces and VC dimension 



Can you Convince me of  your 
Psychic Abilities? 

• Game 
– I think of n bits 

– If somebody in the class guesses my bit sequence, 
that person clearly has telepathic abilities – right? 

 

• Question:  
– If at least one of |H| players guesses the bit sequence 

correctly, is there any significant evidence that he/she 
has telepathic abilities? 

– How large would n and |H| have to be?  

 
 

 

 

 

 

 



Discriminative Learning and Prediction 
Reminder 

• Goal: Find h with small prediction error ErrP(h) over P(X,Y). 
• Discriminative Learning:  Given H, find h with small error 

  ErrStrain
(h) on training sample Strain. 

Real-world Process 
P(X,Y) 

(x1,y1), …, (xn,yn) Learner (xn+1,yn+1), … 
Train Sample Strain Test Sample Stest 

drawn i.i.d. drawn i.i.d. 

h Strain 

• Training Error: Error ErrStrain
(h) on training sample. 

• Test Error: Error ErrStest
(h) on test sample is an estimate of ErrP(h)  



Review of Definitions 

Definition: The hypothesis space H is the set of all possible 

classification rules available to the learner. 

 



Useful Formulas 

• Binomial Distribution: The probability of 
observing x heads in a sample of n independent 
coin tosses, where in each toss the probability of 
heads is p, is 
 
 

• Union Bound:  
 
 

• Unnamed: 
 
 
 

𝑃 𝑋 = 𝑥 𝑝, 𝑛 =
𝑛!

𝑟! 𝑛 − 𝑟 !
𝑝𝑥 1 − 𝑝 𝑛−𝑥 

𝑃 𝑋1 = 𝑥1 ∨ 𝑋2 = 𝑥2 ∨ ⋯∨ 𝑋𝑛 = 𝑥𝑛 ≤ 𝑃 𝑋𝑖 = 𝑥𝑖

𝑛

𝑖=1

 

1 − 𝜖 ≤ 𝑒−𝜖 



Generalization Error Bound:  
Finite H, Zero Error 

• Setting 

– Sample of n labeled instances Strain 

– Learning Algorithm L with a finite hypothesis space H 

– At least one h 2 H has zero prediction error ErrP(h)=0 ( ErrStrain
(h)=0)  

– Learning Algorithm L returns zero training error hypothesis ĥ 

• What is the probability that the prediction error of ĥ is larger  

than  ? 

 

(x1,y1), …, (xn,yn) Learner (xn+1,yn+1), … 

Training Sample Strain Test Sample Stest ĥ Strain 



Sample Complexity:  
Finite H, Zero Error 

• Setting 

– Sample of n labeled instances Strain 

– Learning Algorithm L with a finite hypothesis space H 

– At least one h 2 H has zero prediction error ( ErrStrain
(h)=0)   

– Learning Algorithm L returns zero training error hypothesis ĥ 

• How many training examples does L need so that with probability  
at least (1-) it learns an ĥ with prediction error less than ? 

 

(x1,y1), …, (xn,yn) Learner (xn+1,yn+1), … 

Training Sample Strain Test Sample Stest ĥ Strain 


