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A class of “meta” learning algorithms 

Ensemble Learning  

Combining multiple classifiers to increase 
performance 

Very effective in practice 

Good theoretical guarantees 

Easy to implement! 

Problem : given T binary classification 
hypotheses (h1,…, hT), find a combined 
classifier: 

with better performance. 

Ensemble  Teaser 

Teaser 

BAGGING 



10/1/2013 

2 

Bagging 

Bagging : Special case where we fix: 

Bagging 

Ensemble : 

and 

    is some learning algorithm 
 
    is a training set drawn from distribution  

* 

* 

Bias-Variance Tradeoff 

Generalization Error 

Classification : 

Regression : 
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OR, as an expectation: 

For the entire test set: 

CLAIM: 

bias2 

variance 

Example 
( kNN ) 

Democrat vs Republican party association 



10/1/2013 

4 

K=1 K=1 

K=1 K=1 

K=1 K=1 
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K=81 K=81 

K 

Model 
Complexity 

H1 

H2 

H3 

H4 

K 
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CLAIM: 

bias2 

variance 

USEFUL LEMMA: 

bias2 

variance 

bias2 

variance 

noise 

bias2 

variance 

noise 

bias2 

variance 
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BAGGING 
revisited 

Bagging 

Bagging : Special case where we fix: 

Bagging 

Ensemble : 

and 

    is some learning algorithm 
 
    is a training set drawn from distribution  

* 

* 

Bagging 

Bagging Ensemble : 

What happens to bias and variance? 

Bagging 

bias2 

variance 

Bagging Ensemble ( regression ) : 

Bagging 

What happens to bias and variance? 

Bagging has approximately the same bias, but 
reduces variance of individual classifiers! 
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Bagging Bagging as a “Training set manipulator” 

Bagging as a “Training set manipulator” Bagging as a “Training set manipulator” 

Bagging as a “Training set manipulator” Bagging as a “Training set manipulator” 
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Bagging as a “Training set manipulator” Bagging as a “Training set manipulator” 

Problem : given T binary classification 
hypotheses (h1,…, hT), find a combined 
classifier: 

with better performance. 

Ensemble  Teaser 

Hypothetical Algorithm 

Output 

Initialize 

where 

For           

Hypothetical Algorithm 
( incomplete ) 

Given           

• Pick hypothesis      out of the set  
• Compute error rate     of   
• Assign new weights       to  
• Compute new weight        for    

Initialize set  
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Output 

Initialize 

where 

For           

Hypothetical Algorithm 
( incomplete ) 

Given           

• Generate hypothesis      with 
• Compute error rate     of   
• Assign new weights       to  
• Compute new weight        for    

Learning algorithm 

Output 

Initialize 

where 

For           

Hypothetical Algorithm 
( incomplete ) 

Given           

• Pick hypothesis      out of the set  
• Compute error rate     of   
• Assign new weights       to  
• Compute new weight        for    

Initialize set  

Output 

Initialize 

where 

For           

Hypothetical Algorithm 
( incomplete ) 

Given           

• Pick hypothesis      out of the set  
• Compute error rate     of   
• Assign new weights       to  
• Compute new weight        for    

Initialize set  

Hypothetical Algorithm 



10/1/2013 

11 

Questions 

• How should we weight  the hypotheses? 

• How should we weight the examples? 

• Which hypothesis do we choose at every 
iteration? 

Answers 

Choose     that maximizes  
(minimizes     ) 

Choose      according to: 

Update the weight of instance      as follows: 

if 

if 
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AdaBoost 

Output 

Initialize 

where 

For           

Hypothetical Algorithm 
( incomplete ) 

Given           

• Pick hypothesis      out of the set  
• Compute error rate     of   
• Assign new weights       to  
• Compute new weight        for    

Initialize set  

Output 

Initialize 

where 

For           

Hypothetical Algorithm 
( incomplete ) 

Given           

• Pick hypothesis      with smallest 
• Compute weight       on 
• Update weights        for    

Initialize set  

Training Error for AdaBoost 

Write for some      weighted error       as: 

We can then bound the training error: 

For some     such that:  

What about  
Generalization Error? 

Number of iterations (T) 

Te
st

 E
rr

o
r 

“typical”  
learning algorithm 

AdaBoost 

( model complexity ) 
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Why? 

Margin 

Margin Margin 

Margin 

Viola Jones Classifier 
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Teaser 
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