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Ensemble

: given T binary classification
hypotheses (h;,..., h;), find a combined
classifier:

hs(x <Z athi(a >

with better performance.

Teaser

10/1/2013

Ensemble Learning

A class of “meta” learning algorithms

Combining multiple classifiers to increase
performance

Very effective in practice
Good theoretical guarantees

Easy to implement!
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Bagging

Bagging (Boostrap aggregating). (Besiriani;| 396}

BAGGING(S =((21,41)s -+ -+ (TmsYm)))
1 fort« 1to T do
2 S; — BoOOTSTRAP(S) > i.i.d. sampling with replacement from S.
3 hy «— TRAINCLASSIFIER(S;)
4 return hg = r — MAJORITYVOTE((h) (2),. .. hr(z)))

Bias-Variance Tradeoff

\<<\

( |

AN r—/P(<:zr,y )

Bagging

T
) = sign Z ahy(z)
t=1
: Special case where we fix:

Oétzl

*

]L is some learning algorithm

St is a training set drawn from distribution P(<z,y >)

Generalization Error

1 n
est — — 7 —O -Loss iy h i
Crest = XZ: ero-One-Loss(y;, h(z;))
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T

1 2
Etest(T;) = T Z(Ui — he(x;))”

OR, as an expectation:
2
Es [(yi — hs(x;))?]

For the entire test set:

ExyEs [(yi — hs(z:))?]

Democrat vs Republican party association

Example
( kNN )
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+ Es[(hs(zi) — Es[(hs(x:))])?]
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Bagging
BAGGING

revisited
Bagging (Boostrap aggregating). (Brelsiar, | 396)

BAGGING(S = ((z1,1)
1 forte—1to7
S¢ « Boo
3 hy — TRAI SIFIER (S
4 return hg = r— MAJORITYVOTE((hy (), ..., hr(z)))

Why does it work?

Bagging Bagging

hs(x) = sign <Z oztht(ar)>

: Special case where we fix:

*

¢ = 1 and }Lt = L(St)

IL, is some learning algorithm

St is a training set drawn from distribution  P(< 2,y >)

Bagging Bagging

T
1
Bias(hs, z;) = T Z Bias(hy, x;)
t=1
1

Var(hs, z;) ~ = Var(hy, ;)

T
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Bagglng Bagging as a “Training set manipulator”

Bagging as a “Training set manipulator” Bagging as a “Training set manipulator”

Bagging as a “Training set manipulator” Bagging as a “Training set manipulator”
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Bagging as a “Training set manipulator” Bagging as a “Training set manipulator”

* "WHAT IF[TOLD YOU

\ 1

YOU CAN CHANGE THESE
NUMBERS

Ensemble

: given T binary classification
hypotheses (h;,..., h;), find a combined
classifier:

T
hs(x) = sign <Z (tth,f(.r)>
t=1

with better performance.

Hypothetical Algorithm Hypothetical Algorithm

(incomplete )
Given z; € X,y; € Y ={-1,1}
where (Z1,Y1),- -, (Tn,Yn)
Initialize W1 (i) = 1/n
Initialize set H = {hy,...,hp}
T
* Pick hypothesis fout of theset H
+ Compute error rate  @f Jy
+ Assign new weights W& X
« Compute new weight ofor  hy
T
Output hg(z) = Z azhy(x)

t=1




Hypothetical Algorithm

(incomplete )

Given z; € X,y; € Y ={-1,1}
where (Ilﬂ yl)a cey (I‘nﬁ yn)
Initialize W1 (i) = 1/n
Learning algorithm [,
For t=1,...,T:

+ Generate hypothesis  fyith 1L

* Compute errorrate &@f h;

¢ Assign new weights W& X

« Compute new weight ofpr  hy

T

Output hg(z) = Zut}u(.l')

t=1

Hypothetical Algorithm

{incomplete )
Given z; € X,y; € Y ={-1,1}
where (Z1,Y1); - (Tn,Yn)
Initialize W1 (i) = 1/n
Initialize set H = {hl.‘ R
For t=1,... T
* Pick hypothesis  Jout of theset H

+ Compute errorrate—&Gf— Ay
+ Assign new weights W4 X
< Compute new weight —afpr  hy

Output hg(z) = Zut}u(.l')

t=1

Toy Example

* Positive examples

* Negative examples

* 2-Dimensional plane

* Weak hyps: linear separators
* 3 iterations

10/1/2013

Hypothetical Algorithm

(incomplete )
Given z; € X,y; €Y = {—1, 1}
where (Z1,Y1), .-+, (Tn,Yn)
Initialize W7 (i) = 1/n
Initialize set H = {hy,...,hr}
For

H
Compute error rate  @f hy
Assign new weights W4 X
Compute neTw weight ofor  hy

Output hg(z) = Z aihy(x)

t=1

Hypothetical Algorithm

Toy Example

* Positive examples

* Negative examples

* 2-Dimensional plane

* Weak hyps: linear separators
* 3 iterations
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Toy Example: Iteration 1 Toy Example: Iteration 2
_ T ——
T+ +
- + 0 - © e

+

Misclassified examples are circled, given more weight Misclassified examples are circled, given more weight

Taken from Freund 1996 Taken from Freund 1996

Toy Example: Iteration 3 Toy Example: Final Classifier

Finished boosting

Taken from Freund 1996 Taken from Freund 1996

Questions Answers

Choose hthat maximizes  Woprect
*  Which hypothesis do we choose at every (minimizes €}
iteration? Choose o0gccording to:

» How should we weight the hypotheses? 1 1—¢
oy = = log

* How should we weight the examples? 2 €t

Update the weight of instance a5 follows:
we(i) = wy—q (i) ke if  Yi= he(z:)

we(i) = w1 (i) x e if  yi 7 he(Ti)




AdaBoost

Hypothetical Algorithm

(incomplete )
Given z; € X,y; € Y ={-1,1}
where (xl, y1)7 ey (:L'n, yn)
Initialize W7 (i) = 1/n
Initialize set H = {hy,...,h7}
For t=1,...,T:
* Pick hypothesis  Ayith smallest  ¢;
¢ Compute weight agn  h,
* Update weights Whor X

T
Output hg(z) = Z aghy(x)
t=1

What about
Generalization Error?

10/1/2013

Hypothetical Algorithm

(incomplete )
Given z; € X,y; € Y ={-1,1}
where (21,Y1), .-+, (Tn, Yn)
Initialize W1 (i) = 1/n
Initialize set H = {hy,...,hr}
For t=1,...,T:
Pick hypothesis  Jout of theset  H
Compute error rate  @f

Assign new weights W4 X
Compute new weight aofor  h;

T
Output hg(z) = Zufht(w)
t=1

Training Error for AdaBoost

Write for some  hweighted error  as:

1

EGE=Z N

2

We can then bound the training error:
traini . 2
raining error < exp (—2T7 )
For some 3uch that:

v =7>0

typical
learning algorithm

I Adstoost

Test Error

>

Number of iterations (T)

( model complexity )
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marging(z,y) =

N Yy Zcz,‘,h,,(;v)
= marging(z,y) = yflz) _ %

¥ e Y el
t t

marging(z,y) =

>

yf(z)
Jovy
t

Viola Jones Classifier

cumulative distribution

. 0.5
margin
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Result

Computing sum within a rectangle

» Let A,B,C,D be the
values of the integral
image at the corners of a
rectangle

* Then the sum of original
image values within the
rectangle can be C
computed as:

sum=A-B-C+D

+ Only 3 additions are
required for any size of
rectangle!

+ This is now used in many areas
of computer vision
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Image Features

“Rectangle filters”
- L
i A B

Value =

> (pixels in white area) —
> (pixels in black area)

Fast computation with integral images

* The integral image
computes a value at each
pixel (x,y) that is the sum
of the pixel values above
and to the left of (x,y),
inclusive

* This can quickly be
computed in one pass
through the image

(xy)

Example

14



“Rectangle filters”

Similar to Haar wavelets

Papageorgiou, et al.

h(x;) :{

C(x)= a{Zk,(be]

a, if f(x)>6,

B, otherwise

[ 60,000 features to choose from |
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