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Abstract

Current implementations of Java make security decisions
by searching the runtime call stack. These systems have
attractive security properties, but they have been criticized
as being dependent on specific artifacts of the Java imple-
mentation.

This paper models the stack inspection algorithm in
terms of a well-understood logic for access control and
demonstrates how stack inspection is a useful tool for ex-
pressing and managing complex trust relationships. We
show that an access control decision based on stack in-
spection corresponds to the construction of a proof in the
logic, and we present an efficient decision procedure for
generating these proofs.

By examining the decision procedure, we demonstrate
that many statements in the logic are equivalent and can
thus be expressed in a simpler form. We show that there
are a finite number of such statements, allowing us to rep-
resent the security state of the system as a pushdown au-
tomaton. We also show that this automaton may be em-
bedded in Java by rewriting all Java classes to pass an ad-
ditional argument when a procedure is invoked. We call
this security-passing styleand describe its benefits over
previous stack inspection systems. Finally, we show how
the logic allows us to describe a straightforward design for
extending stack inspection across remote procedure calls.

1 Introduction

The Java language [7] and virtual machine [11] are
now being used in a wide variety of applications: Web
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browsers and servers, multi-user chat systems (MUDs),
agent systems, commerce applications, smart cards, and
more. Some systems use Java simply as a better pro-
gramming language, using Java’s type-safety to prevent
a host of bugs endemic to C programming. In other sys-
tems, Java is also being relied upon for access control.
Java’s promise, from its initial debut in the HotJava Web
browser, has been to allow mutually untrusting code mod-
ules to co-exist in the same virtual machine in a secure and
controllable manner. While there have been several secu-
rity problems along the way [4, 13], the security of Java
implementations is improving and Java has continued to
grow in popularity.

To implement a Java application that runs untrusted
code within itself (such as the HotJava Web browser), the
Java system libraries need a way to distinguish between
calls originating from untrusted code, which should be re-
stricted, and calls originating from the application itself,
which should be allowed to proceed (subject to any access
controls applied by the underlying operating system). To
solve this problem, the Java runtime system exports an
interface to allow security-checking code to examine the
runtime stack for frames executing untrusted code, and al-
lows security decisions to be made at runtime based on the
state of the stack.

While a number of other techniques may be used to
achieve the same goals as stack inspection [21], stack in-
spection has proven to be quite attractive and has been
adopted by all the major Java vendors [15, 6, 14] to meet
their need to provide more flexible security policies than
the rigid “sandbox” policy, which restricted all non-local
code to the same set of privileges. Stack inspection is also
a useful technique to allow highly-trusted code to operate
with less than its full privileges, which can help prevent
common program bugs from becoming security holes.

Stack inspection has been criticized for its
implementation-specific and seemingly ad-hoc defi-
nition, which restricts the flexibility of an optimizing
compiler and hinders its applicability to other languages.
To address these concerns, we will present a model of
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stack inspection using a belief logic designed by Abadi,
Burrows, Lampson, and Plotkin [1] (hereafter, ABLP
logic) to reason about access control. Using this logic,
we will derive an alternate technique for implementing
stack inspection which is applicable to Java and other
languages. Our procedure applies to remote procedure
calls as well as local ones.

This paper is organized as follows. Section 2 begins
by reviewing Java’s stack inspection model. Next, Sec-
tion 3 explains the subset of ABLP logic we use. Sec-
tion 4 shows the mapping from stack inspection to ABLP
logic and discusses their equivalence. Section 5 presents
a high-performance and portable procedure to implement
stack inspection. Finally, Section 6 considers remote pro-
cedure calls and shows how stack inspection helps to ad-
dress remote procedure call security. The appendices list
the axioms of ABLP logic used in this paper, and present
proofs of our theorems.

2 Java Stack Inspection

This section describes Java’s current stack inspection
mechanism1. Variations on this approach are taken
by Netscape’s Communicator 4.0 [15], Microsoft’s In-
ternet Explorer 4.0 [14], and Sun’s Java Development
Kit 1.2 [6].

Stack inspection has a number of useful security prop-
erties [21] but very little prior art. In some ways, it resem-
bles dynamic variables (where free variables are resolved
from the caller’s environment rather than from the envi-
ronment in which the function is defined), as used in early
versions of LISP [12]. In other ways, it resembles the no-
tion of effective user IDin Unix, where the current ID is
either inherited from the calling process or set to the exe-
cutable’s owner through an explicitsetuidbit.

2.1 Type Safety and Encapsulation

Java’s security depends fundamentally on thetype safety
of the Java language. Type safety guarantees that a pro-
gram may not treat pointers as integers and vice versa
and likewise may not exceed the allocated size of an ar-
ray. This prevents arbitrary access to memory and makes
it possible for a software module to encapsulate its state:
to declare that some of its variables and procedures may
not be accessed by code outside itself. By allowing ac-
cess only through a few carefully written entry points, a
module can apply access control checks to all attempts to
access its state.

For example, the Java virtual machine protects access
to operating system calls in this way. Only the virtual

1This approach is sometimes incorrectly referred to as “capability-
based security” in vendor literature.

machine may directly make a system call, and other code
must call into the virtual machine through explicit entry
points which implement security checks.

2.2 Simplified Stack Inspection

To explain how stack inspection works, we will first con-
sider a simplified model of stack inspection. In this model,
the only principals are “system” and “untrusted”. Like-
wise, the only privilege available is “full.” This model
resembles the stack inspection system used internally in
Netscape Navigator 3.0 [17].

In this model, every stack frame is labeled with a princi-
pal (“system” if the frame is executing code that is part of
the virtual machine or its built-in libraries, and “untrusted”
otherwise), and contains a privilege flag which may be set
by a system class which chooses to “enable its privileges,”
explicitly stating that it wants to do something dangerous.
An untrusted class cannot set its privilege flag. When a
stack frame exits, its privilege flag (if any) automatically
disappears.

All procedures about to perform a dangerous operation
such as accessing the file system or network first apply a
stack inspection algorithm to decide whether access is al-
lowed. The stack inspection algorithm searches the frames
on the caller’s stack in sequence, from newest to oldest.
The search terminates, allowing access, upon finding a
stack frame with a privilege flag. The search also termi-
nates, forbidding access and throwing an exception, upon
finding an untrusted stack frame (which could never have
gotten a privilege flag).

2.3 Stack Inspection

The stack inspection algorithm used in current Java sys-
tems can be thought of as a generalization of the simple
stack inspection model described above. Rather than hav-
ing only “system” and “untrusted” principals, many prin-
cipals may exist. Likewise, rather than having only “full”
privileges, a number of more specific privileges are de-
fined, so different principals may have different degrees
of access to the system.

Four fundamental primitives are necessary to use stack
inspection:2

� enablePrivilege()

� disablePrivilege()

� checkPrivilege()

� revertPrivilege()

2Each Java vendor has different syntax for these primitives. This
paper follows the Netscape syntax.

2



When a dangerous resourceR (such as the file system)
needs to be protected, the system must be sure to call
checkPrivilege( R) before accessingR.

When code wishes touse R, it must first call
enablePrivilege( R) . This consults the local pol-
icy to see whether the principal of the caller is per-
mitted to use R. If it is permitted, an enabled-
privilege(R) annotation is made on the current stack
frame. The code may then useR normally. Af-
terward, the code may callrevertPrivilege( R)
or disablePrivilege( R) to discard the anno-
tation or it may simply return, causing the anno-
tation to be discarded along with the stack frame.
disablePrivilege() creates a stack annotation
that can hide an earlier enabled privilege, whereas
revertPrivilege() simply removes annotations
from the current frame.

The generalizedcheckPrivilege() algorithm,
used by all three implementations, is shown in figure 1.
The algorithm searches the frames on the caller’s stack
in sequence, from newest to oldest. The search termi-
nates, allowing access, upon finding a stack frame that has
an appropriateenabled-privilegeannotation. The search
also terminates, forbidding access (and throwing an ex-
ception), upon finding a stack frame that is either forbid-
den by the local policy from accessing the target or that
has explicitly disabled its privileges.

We note that each vendor takes different actions when
the search reaches the end of the stack uneventfully:
Netscape denies permission, while both Sun and Mi-
crosoft allow it.

3 Access Control Logic

We will model the behavior of Java stack inspection using
ABLP logic [1, 9]. ABLP logic allows us to reason about
what we believe to be true given the state of the system
and a set of axioms. It has been used to describe authen-
tication and authorization in distributed systems such as
Taos [22] and appears to be a good match for describing
access control within Java. We use a subset of the full
ABLP logic, which we will describe here. Readers who
want a full description and a more formal development of
the logic should see [1] or [9].

The logic is based on a few simple concepts: principals,
conjunctions of principals, targets, statements, quotation,
and authority.

� A principal is a person, organization or any other en-
tity that may have the right to take actions or autho-
rize actions. In addition, entities such as programs
and cryptographic keys are often modeled as princi-
pals.

checkPrivilege (target) f
// loop, newest to oldest stack frame
foreachstackFramef

if (local policy forbids access totarget
by class executing instackFrame)
throw ForbiddenException;

if (stackFramehas enabled privilege fortarget)
return ; // allow access

if (stackFramehas disabled privilege fortarget)
throw ForbiddenException;

g

// if we reached here, we fell off the end of the stack
if (Netscape 4.0)

throw ForbiddenException;
if (Microsoft IE 4.0jj Sun JDK 1.2)

return ; // allow access
g

Figure 1: Java’s stack inspection algorithm.

� A targetrepresents a resource that we wish to protect.
Loosely speaking, a target is something to which
we might like to attach an access control list. (Tar-
gets are traditionally known as “objects” in the liter-
ature, but this can be confusing when talking about
an object-oriented language.)

� A statementis any kind of utterance a principal can
emit. Some statements are made explicitly by a prin-
cipal, and some are made implicitly as a side-effect
of actions the principal takes. In other words, we in-
terpretP sayss as meaning that we can act as if the
principalP supports the statements. Note that say-
ing something does not make it true; a speaker could
make a false statement carelessly or maliciously. The
logic supports the informal notion that we should
place faith in a statement only if we trust the speaker
and it is the kind of statement that the speaker has the
authority to make.

The most common type of statement we will use
looks likeP saysOk(T) whereP is a principal andT
is a target; this statement means thatP is authorizing
access to the targetT. By saying an action is “Ok”
the speaker is saying the action should be allowed
in the current context but is not specifically ordering
that the action take place.

� The logic supportsconjunctions of principals.
Specifically, saying(A ^ B) sayss is the same as

3



saying bothA sayssandB sayss.

� Quotation allows a principal to make a statement
about what another principal says. The notation
A j B sayss, which we pronounce “A quoting B says
s,” is equivalent toA says(B sayss). As with any
statement, we must consider whetherA’s utterance
might be incorrect, and our degree of faith ins will
depend on our beliefs aboutA andB. WhenA quotes
B, we have no guarantee thatBever actually said any-
thing.

� We grantauthority to a principal by allowing that
principal to speak for another principal who has
power to do something. The statementA)B, pro-
nounced “A speaks for B,” means that ifA makes a
statement, we can assume thatB supports the same
statement. IfA)B, thenA has at least as much au-
thority asB. Note that the)-operator can be used
to represent group membership: ifP is a member of
the groupG, we can sayP)G, meaning thatP can
exercise the rights granted toG.

Appendix A gives a full list of the axioms of the logic.
This is a subset of the ABLP logic: we omit some of the
operators defined by ABLP since we do not need them.

4 Mapping Java to ABLP

We will now describe a mapping from the stack, the priv-
ilege calls, and the stack inspection algorithm into ABLP
logic.

4.1 Principals

In Java, code is digitally signed with a private key, then
shipped to the virtual machine where it will run. IfKSigner

is the public key ofSigner, the public-key infrastructure
can generate a proof3 of the statement

KSigner) Signer. (1)

Signer’s digital signature on the codeCodeis interpreted
as

KSignersaysCode) KSigner. (2)

Using equations 1 and 18, this implies that

Code) Signer: (3)

3Throughout this paper we assume that sound cryptographic proto-
cols are used, and we ignore the extremely unlikely possibility that an
adversary will successfully guess a private key.

WhenCodeis invoked, it generates a stack frameFrame.
The virtual machine assumes that the frame speaks for the
code it is executing:

Frame) Code: (4)

The transitivity of) (which can be derived from equa-
tion 17) then implies

Frame) Signer: (5)

We defineΦ to be the set of all such validFrame) Signer
statements. We callΦ the frame credentials.

Note also that code can be signed by more than one
principal. In this case, the code and its stack frames speak
for all of the signers. To simplify the discussion, all of our
examples will use single signers, but the theory supports
multiple signers without any extra difficulty.

4.2 Targets

Recall that the resources we wish to protect are calledtar-
gets. For each target, we create a dummy principal whose
name is identical to that of the target. These dummy prin-
cipals do not make any statements themselves, but various
principals may speak for them.

For each targetT, the statementOk(T) means that access
to T should be allowed in the present context. The axiom

8T 2 Targets; (T saysOk(T)) � Ok(T) (6)

says thatT can allow access to itself.
Many targets are defined in relation to services offered

by the operating system underlying the Java Virtual Ma-
chine (JVM). From the operating system’s point of view,
the JVM is a single process and all system calls coming
from the JVM are performed under the authority of the
JVM’s principal (often the user running the JVM). The
JVM’s responsibility, then, is to allow a system call only
when there is justification for issuing that system call un-
der the JVM’s authority. Our model will support this in-
tuition by requiring the JVM to prove in ABLP logic that
each system call has been authorized by a suitable princi-
pal.

4.3 Setting Policy

We use a standard access matrix [10] to keep track of
which principals have permission to access which targets.
If VM is a Java virtual machine, we defineAVM to be a set
of statements of the formP)T whereP is a principal and
T is a target. Informally, if(P)T) 2AVM, this means that
the local policy inVM allowsP to accessT. We callAVM

theaccess credentialsfor the virtual machineVM.
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F1   enablePrivilege(T1)
Ok(T1)

F2   enablePrivilege(T2)
F1 says  Ok(T1)

Ok(T2)

F3   disablePrivilege(T1)
F2 says  Ok(T2)

F4   enablePrivilege(T2)
F3 | F2 says  Ok(T2)

Ok(T2)

Figure 2: Example of interaction between stack frames. Each rectangle represents a stack frame. Each
stack frame is labeled with its name. In this example, each stack frame makes one enablePrivilege()
or disablePrivilege() call, which is also written inside the rectangle. Below each frame is written
its belief set after its call to enablePrivilege() or disablePrivilege() .

4.4 Stacks

When a Java program is executing, we treat each stack
frame as a principal. At any point in time, a stack frameF
has a set of statements that it believes. We refer to this as
thebelief setof F and write itBF . We now describe where
the beliefs come from.

4.4.1 Starting a Program

When a program starts, we need to set the belief set of the
initial stack frame,BF0. In the Netscape model,BF0 = fg.
In the Sun and Microsoft models,BF0 = fOk(T) j T 2

Targetsg. These correspond to Netscape’s initial unprivi-
leged state and Sun and Microsoft’s initial privileged state.

4.4.2 Enabling Privileges

If a stack frameF calls enablePrivilege( T) for
some targetT, it is really saying itauthorizesaccess to
the target. We can represent this simply by addingOk(T)
to BF .

4.4.3 Calling a Procedure

When a stack frameF makes a procedure call, this creates
a new stack frameG. As a side-effect of the creation ofG,
F tells G all of F’s beliefs. WhenF tells G a statementS,
the statementF saysS is added toBG.

4.4.4 Disabling and Reverting Privileges

A stack frame can also choose to disable some of its priv-
ileges. The calldisablePrivilege( T) asks to dis-
able any privilege to access the targetT. This is imple-
mented by giving the frame a new belief set which con-
sists of the old belief set with all statements in which
anyone saysOk(T) removed. revertPrivilege()
is handled in a similar manner, by giving the frame a
new belief set that is equal to the belief set it originally
had. While our treatment ofdisablePrivilege()
andrevertPrivilege() is a bit inelegant, it seems
to be the best we can do.

4.4.5 Example

Figure 2 shows an example of these rules in ac-
tion. In the beginning,BF1 = fg. F1 then calls
enablePrivilege( T1) , which adds the statement
Ok(T1) to BF1.

When F2 is created, F1 tells it Ok(T1), so
BF2 is initially fF1 says Ok(T1)g. F2 then calls
enablePrivilege( T2) , which addsOk(T2) to BF2.

BF3 initially contains F2 j F1 says Ok(T1)
and F2 says Ok(T2). When F3 calls
disablePrivilege( T2) , the latter belief is deleted
from BF3. BF4 initially contains F3 j F2 says Ok(T1).
When F4 calls enablePrivilege( T2) , this adds
Ok(T2) to BF4.

4.5 Checking Privileges

Before making a system call or otherwise invoking
a dangerous operation, the Java virtual machine calls
checkPrivilege() to make sure that the requested
operation is authorized. checkPrivilege( T) re-
turns true if the statementOk(T) can be derived fromΦ,
AVM, and BF (the belief set of the frame which called
checkPrivilege() ).

We defineVM(F) to be the virtual machine in which a
given frameF is running. Next, we can define

EF � (Φ [ AVM(F) [ BF): (7)

We callEF theenvironmentof the frameF.
The goal ofcheckPrivilege( T) is to determine,

for the frame F invoking it, whether EF � Ok(T).
While such questions are generally undecidable in ABLP
logic, there is an efficient decision procedure that
gives the correct answer for our subset of the logic.
checkPrivilege() implements that decision proce-
dure.

The decision procedure used by
checkPrivilege() takes, as arguments, an en-
vironmentEF and a targetT. The decision procedure
examines the statements inEF and divides them into
three classes.
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� Class 1 statements have the formOk(U), whereU is
a target.

� Class 2 statements have the formP ) Q, whereP
andQ are atomic principals.

� Class 3 statements have the form

F1 j F2 j � � � j Fk saysOk(U);

whereFi is an atomic principal for alli, k� 1, andU
is a target.

The decision procedure next examines all Class 1 state-
ments. If any of them is equal toOk(T), the decision pro-
cedure terminates and returnstrue.

Next, the decision procedure uses all of the Class 2
statements to construct a directed graph which we will call
the speaks-for graph ofEF . This graph has an edge(A;B)
if and only if there is a Class 2 statementA) B.

Next, the decision procedure examines the Class 3
statements one at a time. When examining the statement
F1 j F2 j � � � j Fk saysOk(U), the decision procedure ter-
minates and returnstrue if both

� for all i 2 [1;k], there is a path fromFi to T in the
speaks-for graph, and

� U = T.

If the decision procedure examines all of the Class 3 state-
ments without success, it terminates and returnsfalse.

Theorem 1 (Termination) The decision procedure al-
ways terminates.

Theorem 2 (Soundness)If the decision procedure re-
turnstruewhen invoked in stack frameF, then there exists
a proof in ABLP logic thatEF � Ok(T).

Proofs of these two theorems appear in Appendix B.

Conjecture 1 (Completeness)If the decision procedure
returns false when invoked in stack frameF, then there is
no proof in ABLP logic of the statementEF � Ok(T).

Although we believe this conjecture to be true, we do not
presently have a complete proof. If the conjecture is false,
then some legitimate access may be denied. However, as
a result of theorem 2, no access will improperly granted.

If the conjecture is true, then Java stack inspection, our
access control decision procedure, and proving statements
in our subset of ABLP logic are all mutually equivalent.

Theorem 3 (Equivalence to Stack Inspection)The de-
cision procedure described above is equivalent to the Java
stack inspection algorithm of section 2.

A proof of this theorem appears in Appendix B.

4.6 Other Differences

There are a number of cases in which Java implemen-
tations differ from the model we have described. These
are minor differences with no effect on the strength of the
model.

4.6.1 Extension: Groups

It is natural to extend the model by allowing the definition
of groups. In ABLP logic, a group is represented as a
principal, and membership in the group is represented by
saying the member speaks for the group. Deployed Java
systems use groups in several ways to simplify the process
of defining policy.

The Microsoft system defines “security zones” which
are groups of principals. A user or administrator can di-
vide the principals into groups with names like “local”,
“intranet”, and “internet”, and then define policies on a
per-group basis.

Netscape defines “macro targets” which are groups of
targets. A typical macro target might be called “typical
game privileges.” This macro target would speak for those
privileges that network games typically need.

The Sun system has a general notion of targets in which
one target can imply another. In fact, each target is re-
quired to define animplies() procedure, which can be
used to ask the target whether it implies a particular other
target. This can be handled with a simple extension to the
model.

4.6.2 Extension: Threads

Java is a multi-threaded language, meaning there can be
multiple threads of control, and hence multiple stacks
can exist concurrently. When a new thread is created in
Netscape’s system, the first frame on the new stack begins
with an empty belief set. In Sun and Microsoft’s systems,
the first frame on the stack of the new thread is told the be-
lief set of the stack frame that created the thread in exactly
the same way as what happens during a normal procedure
call.

4.6.3 Optimization: Enabling a Privilege

The model ofenablePrivilege() in section 4.4.2
differs somewhat from the Netscape implementation of
stack inspection, where a stack frameF cannot success-
fully call enablePrivilege( T) unless the local ac-
cess credentials includeF)T. The restriction imposed by
Netscape is related to their user interface and is not neces-
sary in our formulation, since the statementF saysOk(T)
is ineffectual unlessF)T. Sun JDK 1.2’s implementation
is closer to our model.
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4.6.4 Optimization: Frame Credentials

Java implementations do not treat stack frames or their
code as separate principals. Instead, they only track the
public key which signed the code and call this the frame’s
principal. As we saw in section 4.1, for any stack frame,
we can prove the stack frame speaks for the public key
which signed the code. In practice, neither the stack frame
nor the code speaks for any principal except the public
key. Likewise, access control policies are represented di-
rectly in terms of the public keys, so there is no need to
separately track the principal for which the public key
speaks. As a result, the Java implementations say the prin-
cipal of any given stack frame is exactly the public key
which signed that frame’s code. This means that Java im-
plementations do not have an internal notion of the frame
credentials used here.

5 Improved Implementation

In addition to improving our understanding of stack in-
spection, our model and decision procedure can help us
find more efficient implementations of stack inspection.
We improve the performance in two ways. First, we show
that the evolution of belief sets can be represented by a
finite pushdown automaton; this opens up a variety of ef-
ficient implementation techniques. Second, we describe
security-passing style, an efficient and convenient integra-
tion of the pushdown automaton with the state of the pro-
gram.

5.1 Belief Sets and Automata

We can simplify the representation of belief sets by mak-
ing two observations about our decision procedure.

1. Interchanging the positions of two principals in any
quoting chain does not affect the outcome of the de-
cision procedure.

2. If P is an atomic principal, replacingP j PbyP in any
statement does not affect the result of the decision
procedure.

Both observations are easily proven, since they follow di-
rectly from the structure of the decision procedure.

It follows that without affecting the result of the deci-
sion procedure we can rewrite each belief into a canoni-
cal form in which each atomic principal appears at most
once, and the atomic principals appear in some canonical
order. After rewriting the beliefs into canonical form, we
can discard any duplicate beliefs from the belief set.

Since the set of principals is finite, and the set of targets
is finite, and no principal or target may be mentioned more
than once in a canonical-form belief, there is a finite set of

possible canonical-form beliefs. It follows by a simple ar-
gument that only a finite number of canonical-form belief
sets may exist.

We can therefore represent the evolution of a stack
frame’s belief set by a finite automaton. Since
stack frames are created and destroyed in LIFO or-
der, the execution of a thread can be represented
by a finite pushdown automaton, where calling a
procedure corresponds to apush operation (and a
state transition), returning from a procedure corre-
sponds to apop operation, andenablePrivilege() ,
disablePrivilege() andrevertPrivilege()
correspond to state transitions4.

Representing the system as an automaton has several
advantages. It allows us to use analysis tools such as
model checkers to derive properties of particular policies.
It also admits a variety of efficient implementation tech-
niques such as lazy construction of the state set and the
use of advanced data structures.

5.2 Security-Passing Style

The implementation discussed thus far has the disadvan-
tage that security state is tracked separately from the rest
of the program’s state. This means that there are two
subsystems (the security subsystem and the code execu-
tion subsystem) with separate semantics and separate im-
plementations of pushdown stacks coexisting in the same
Java Virtual Machine (JVM). We can improve this situa-
tion by implementing the security mechanisms in terms of
the existing JVM mechanisms.

We do this by adding an extra, implicit argument to
every procedure. The extra argument encodes the secu-
rity state (the finite-state representation of the belief set)
of the procedure’s stack frame. This eliminates the need
to have a separate pushdown stack for security states.
We dub this approachsecurity-passing style, by analogy
to continuation-passing style [18], a transformation tech-
nique used by some compilers that also replaces an ex-
plicit pushdown stack with implicitly-passed procedure
arguments.

We note that security-passing style can be implemented
by rewriting code as it is being loaded into the system,
to add the extra parameter to all procedures and proce-
dure calls, and to rewrite the privilege-manipulation op-
erations into equivalent operations on the security state.
This is straightforward to implement for Java bytecode,
since the bytecode format contains enough information to
make rewriting possible.

4One more nicety is required. To implement
revertPrivilege() , we need to remember what the security
state was when each stack frame was created. We can encode this
information in the finite state, or we can store it on the stack by doing
anotherpush operation on procedure call.
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The main advantage of security-passing style is that
once a program has been rewritten, it no longer needs any
special security functionality from the JVM. The rewritten
program consists of ordinary Java bytecode, which can be
executed by any JVM, even one that knows nothing about
stack inspection. This has many advantages, including
portability and efficiency. The main performance benefit
is that the JVM can use standard compiler optimizations
such as dead-code elimination and constant propagation
to remove unused security tracking code, or inlining and
tail-recursion elimination to reduce procedure call over-
head.

Another advantage of security-passing style is that it
lets us express the stack inspection model within the exist-
ing semantics of the Java language, rather than requiring
an additional and possibly incompatible definition for the
semantics of the security mechanisms. Security-passing
style also lets us more easily transplant the stack inspec-
tion idea into other language and systems.

We are currently implementing security-passing style
by rewriting bytecode at load time using the JOIE [3] tool.
The rewriter is a trusted module which we add to the JVM.

A full description of security-passing style and its
implications for programming language implementations
will appear in a future paper.

6 Remote Procedure Calls

Another advantage of security-passing style is that it sug-
gests an implementation strategy for remote procedure
call (RPC) security. Though a simple translation of
security-passing style into the RPC case does not work,
security-passing style with a few modifications works well
for RPCs.

RPC security has received a good deal of attention in
the literature. The two prevailing styles of security are ca-
pabilities and access control lists [19, 5, 8, 16, 20]. Most
of these systems support only simple principals. Even in
systems that support more complex principals [22], the
mechanisms to express those principals are relatively un-
wieldy.

This section discusses how to extend the Java stack in-
spection model across RPCs. One of the principal uses for
ABLP logic is in reasoning about access control in dis-
tributed systems, and we use the customary ABLP model
of network communication to derive a straightforward ex-
tension of our model to the case of RPC.

6.1 Channels

When two machines establish an encrypted channel be-
tween them, each machine proves that it knows a specific
private key which corresponds to a well-known public key.

When one side sends a message through the encrypted
channel, we model this (following [1] and [22]) as a state-
ment made by the sender’s session key: we writeK sayss,
whereK is the sender’s session key ands is the statement.
As discussed in section 4.1, the public-key infrastructure
and the session key establishment protocol together let us
establish thatK speaks for the principal that sent the mes-
sage.

In order to extend Java stack inspection to RPCs, each
RPC call must transmit the belief set of the RPC caller to
the RPC callee. Since each of the caller’s beliefs is sent
through a channel established by the caller’s virtual ma-
chine, a beliefB of the caller’s frame arrives on the callee
side asKCVM saysB, whereKCVM is a cryptographic
key that speaks for the caller’s virtual machine. The stack
frame that executes the RPC on the callee is given an ini-
tial belief set consisting of all of these arriving statements.

Note that this framework supports the intuition that a
remote caller should not be allowed to access resources
unless that caller’s virtual machine is trustworthy. All of
the beliefs transmitted across the network arrive as state-
ments of the caller’s virtual machine (or more properly, of
its key); the callee will disbelieve these statements unless
it trusts the caller’s virtual machine.

This strategy fits together well with security-passing
style. We can think of the transmitted belief set as a rep-
resentation of the caller’s security state: to pass a secu-
rity state across the net we translate it into a belief set in
canonical form; on arrival at the destination we translate
it back into a security state.

There is one more issue to deal with. The RPC caller’s
belief set is expressed in terms of the caller’s stack frames;
though these are the “correct” beliefs of the caller, they
are not useful to the callee, since the callee does not know
about caller-side stack frames. To address this issue, be-
fore the caller sends a belief across the network, the caller
replaces each stack-frame principalFi with an encryption-
key principalKi such thatFi )Ki . Ki can be the key that
signedFi ’s code. IfFi was running unsigned code, then
Fi is powerless anyway so beliefs regarding its statements
can safely be discarded.

Figure 3 presents an example of how this would work.
The Java stack inspection algorithm executes on the
callee’s machine when an access control decision must be
made, exactly as in the local case.

6.2 Dealing with Malicious Callers

An interesting question is what an attacker can accomplish
by sending false or misleading statements across a chan-
nel. If the caller’s virtual machine is malicious, it may
send whatever “beliefs” it wants, provided that they have
the correct format. Regardless of the beliefs sent, each be-
lief arrives at the callee as a statement made by the caller’s
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F1   enablePrivilege(T1)
Ok(T1)

F2   enablePrivilege(T2)
F1 says  Ok(T1)

Ok(T2)

F3   disablePrivilege(T1)
KVM1

 | K2 says  Ok(T2)

VM2VM1

KVM1

F2 =  K2>

Figure 3: Example of interaction between stack frames via remote procedure call. Each rectangle
represents a stack frame. Each stack frame is labeled with its name and its belief set (after its call
to enablePrivilege() or disablePrivilege() ). The larger rounded rectangles represent separate
Java virtual machines, and the dotted arrow represents the channel used for a remote procedure call.

virtual machine. If the callee does not trust the caller, such
statements will not convince the callee to allow access.

Suppose a malicious caller’s virtual machineMC wants
to cause an access to targetT on some callee. The
most powerful beliefMC can send to support this at-
tempt is simplyOk(T)5; this will arrive at the callee as
MC saysOk(T). Note that this is a statement thatMC can
make without lying, sinceMC is entitled to addOk(T) to
its own belief set. Any lie thatMC can tell is less power-
ful than this true statement, so lying cannot helpMC gain
access toT. The most powerful thingMC can do is to ask,
under its own authority, to accessT.

6.3 Dealing with Malicious Code on a Trust-
worthy Caller

Malicious code on a trustworthy caller also does not cause
any new problems. The malicious code can addOk(T) to
its belief set, and that belief will be transmitted correctly
to the callee. The callee will then allow access toT only
if it trusts the malicious code to accessT. This is the same
result that would have occurred had the malicious code
been running directly on the callee. This matches the in-
tuition that (with proper use of cryptography for authen-
tication, confidentiality, and integrity of communication)
we can ignore machine boundaries if the communicating
processes trust each other and the platforms on which they
are running.

7 Conclusion

Commercial Java applications often need to execute un-
trusted code, such as applets, within themselves. In order
to allow sufficiently expressive security policies, granting
different privileges to code signed by different principals,
the latest Java implementations now support a runtime

5Technically, MC could send the belieffalse , which is even
stronger; but we assume the protocol for transmitting beliefs will not
allow this.

mechanism to search the call-stack for code with different
privileges and decide whether a given call-stack configu-
ration is authorized to access a protected resource.

This paper has presented a formalization of Java’s stack
inspection using a logic developed by Abadi, Burrows,
Lampson, and Plotkin [1]. Using this model, we have
demonstrated how Java’s access control decisions corre-
spond to proving statements in ABLP logic. We have re-
duced the stack inspection model to a finite pushdown au-
tomaton, and described how to implement the automaton
efficiently using security-passing style. We have also ex-
tended our model to apply to remote procedure calls and
we have used the ABLP expression of this model to sug-
gest a novel implementation for a Java-based secure RPC
system. While the implementation of such an RPC system
is future work, our model gives us greater confidence that
the system would be both useful and sound.
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A ABLP Logic

Here is a list of the subset of axioms in ABLP logic used
in this paper. We omit axioms for delegation, roles, and
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exceptions because they are not necessary to discuss Java
stack inspection.

Axioms About Statements

If s is an instance of a theorem of proposi-
tional logic thens is true in ABLP.

(8)

If sands� s0 thens0
: (9)

(A sayss^ A says(s� s0)) � A sayss0
: (10)

If s thenA sayss for every principalA: (11)

Axioms About Principals

(A^ B) sayss� (A sayss) ^ (B sayss) (12)

(A j B) sayss� A saysB sayss (13)

A= B� (A sayss� B sayss) (14)

j is associative. (15)

j distributes over̂ in both arguments. (16)

(A) B)� (A= A^ B) (17)

(A says(B) A)) � (B) A) (18)

B Proofs

This section proves the theorems from section 4.5.

Theorem 1 (Termination) The decision procedure al-
ways terminates.

Proof: The result follows directly from the fact thatEF

has bounded cardinality. This implies that each loop in the
algorithm has a bounded number of iterations; and clearly
the amount of work done in each iteration is bounded.

Theorem 2 (Soundness)If the decision procedure re-
turnstruewhen invoked in stack frameF, then there exists
a proof in ABLP logic thatEF � Ok(T).

Lemma 1 If there is a path fromA to B in the speaks-for
graph ofEF , thenEF � (A ) B).

Proof: By assumption, there is a path

(A; v1; v2; : : : ; vk; B)

in the speaks-for graph ofEF . In order for this path to
exist, we know that the statements

A) v1;

vi ) vi+1 for all i 2 [1;k�1];

and

vk ) B

are all members ofEF . Since) is transitive, this implies
that

EF � A) B:

Proof of Theorem 2: There are two cases in which the
decision procedure can returntrue.

1. The decision procedure returnstruewhile it is iterat-
ing over the Class 1 statements. This occurs when the
decision procedure finds the statementOk(T) 2 EF .
In this case,Ok(T) follows trivially from EF .

2. The decision procedure returnstruewhile it is iterat-
ing over the Class 2 statements. In this case we know
that the decision procedure found a Class 2 statement
of the form

P1 j P2 j � � � j Pk saysOk(T);

where for alli 2 [1;k] there is path fromPi to T in the
speaks-for graph ofEF . It follows from Lemma 1
that for all i 2 [1;k], Pi ) T. It follows that

EF � (Tj Tj � � � j T saysOk(T)): (19)

Applying equation 6 repeatedly, we can directly de-
rive EF � Ok(T).

Theorem 3 (Equivalence to Stack Inspection)The de-
cision procedure described in section 4.5 is equivalent to
the Java stack inspection algorithm of section 2.

Proof: The Java stack inspection algorithm (Figure 1)
itself does not have a formal definition. However, we can
treat the evolution of the system inductively and focus on
theenablePrivilege() andcheckPrivilege()
primitives.

Our induction is over the number ofsteps taken,
where a step is either a procedure call or an
enablePrivilege() operation. For clarity, we
ignore the existence ofdisablePrivilege() ,
revertPrivilege() , and procedure return opera-
tions; our proof can easily be extended to accommodate
them.

We also assume Netscape semantics. A simple adjust-
ment to the base case can be used to prove equivalence
between the decision procedure and the Sun/Microsoft se-
mantics.

Base case: In the base case, no steps have been taken.
In this case, the stack inspection system has a single stack
frame with no privilege annotation; in the ABLP model,
the stack frame’s belief set is empty. In this base case,
checkPrivilege() will fail in both systems.
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Inductive step: We assume thatN steps have been
taken (N � 0) and we are in a situation where any
checkPrivilege() call would yield the same result
in both models. Now there are two cases:

enablePrivilege(T) step: In the stack inspection sys-
tem, this adds anenabled-privilege(T) annotation on the
current stack frame. In the ABLP model, it addsOk(T) to
the current belief set.

If this is followed by acheckPrivilege( T) oper-
ation, the operation will succeed in both systems, because
of the new stack annotation or the new belief.

If it is followed by checkPrivilege( U) with U 6=
T, the new stack annotation or belief will be irrelevant, so
we fall back on the inductive hypothesis to show that both
systems give the same result.

Procedure call step: Let P be the principal of the pro-
cedure that is called. In the stack inspection system, this
adds to the stack an unannotated stack frame belonging to
P. In the ABLP system, it prepends “P says” to the front
of every statement in the current belief set.

If checkPrivilege( T) now occurs, there are two
sub-cases. In the first sub-case,P is not trusted forT. In
the stack inspection case,checkPrivilege( T) will
fail because the current frame is not trusted to accessT. In
the ABLP case, the decision procedure will deny access
because every belief starts with “P says” and P does not
speak forT.

In the second sub-case,P is trusted forT. In the stack
inspection case, the stack search will ignore the current
frame and proceed to the next frame on the stack. In the
ABLP case, sinceP)T, the “P says” on the front of ev-
ery belief has no effect. Thus both systems give the same
answer they would have given before the last step. By
the inductive hypothesis, both systems thus give the same
result.
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