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I. Introduction
In recent years, the study of Artificial Intelligence taken vast steps aided by creations such as IBM’s Deep Blue Supercomputer, which played a fascinating match with the reigning World Chess Champion, Garry Kasparov. Even so, many computer scientists argue that Deep Blue is impressive, but is nothing more than a brutally efficient chess-playing automaton. In the field of A.I., it does not even rate a pawn.

Nonetheless, Deep Blue inspires deep thinking. The study of Artificial Intelligence deals largely in the effort to imbue machines with human qualities such as autonomy, the ability to learn from experience, and even intuition and creativity. An important aspect to consider is if the computer can manage its computational resources, assess its errors, generalize from its past experiences, and communicate about its progress? 
As undergraduate students new to the field of Artificial Intelligence, we are not trying to create a supercomputer that will rival IBM’s Deep Blue and defeat Garry Kasparov in a chess match, but more interested in understanding first hand what Artificial Intelligence is.

The goal of this project is to create a system that can play 3-D Tic-Tac-Toe (of size 5x5x5) by learning what board states are most beneficial and working towards those states. The players alternate putting down x's or o's in an empty cube, until one player wins or when all cubes are filled resulting in a tie. The player with the first “line of length 5” wins: where a line of length 5 is 5 pieces of the same type in a row or diagonal. The hope is that as it plays many games it can learn what moves to make in order to bring itself closer to winning the game.

II. Algorithm Definition
·  GUI / IO:

· 5x5x5 board: 
· Human vs Human Interface: 

· Human vs Computer Interface:

· Computer vs Computer Interface: 

·  Board Evaluation Method:

· 2 Layer Neural Net

· Input Layer – 6 Nodes

· Output Layer – 1 Node

· 3 Layer Neural Net
· Input Layer – 6 Nodes
· Hidden Layer – 12 Nodes
· Output Layer – 1 Node
· Features
· Number of lines of size 3, 4 and 5 held.
· Number of lines of size 3, 4, and 5 held by opponent.
· Training Method:
· Genetic Programming
· Population Size: 40
· Mutation Rate: .05
· Breeding rate: .80
· Fitness Evaluation
· Each player plays 10 games against random opponents
· Goes first in 5 games, goes second in 5 games
· Fitness = Number of games won
· Threshold: 9
· Breeding Technique
· For each pair, generate two children
· Child 1: Random Weights From Each Parent
· Child 2: Takes the weights the child 1 did not take.
· Mutation Technique
· Randomly pick a member to mutate
· Pick a random preceptron that member’s neural net
· Randomly change each weight up or down .5
· Number of rounds
· Training continues until both of the following conditions are     
       met
· A minimum number of rounds has gone by (in our case, 5)
· A player reaches the threshold.
III. Experimental Evaluation
The specification for a human player to allow the computer to take over in the middle of the game allows us to test the evaluation functions from different board positions preset by testers.

Evaluation Criteria

· Computer follows rules: for obvious reasons

· Ideally computer would beat 80% of first time players: might be hard to test

· If there is 4 in-a-row, computer will block it. If there’s more than one   4-in-a-rows, then choose one randomly.

· While evolving the neural net keep track of all the old nets created.  After evolution is finished have more evolved players play against less evolved players.
Evaluation

· The two layer neural net did not play very well.  Its lack of complexity did not allow it to evaluate board positions very effectively.
· The player trained one a depth one search played a very intelligent offensive game.  When given a line of three or line of three it filled in the square giving it a line of four and when given a line of four it filled in the line giving it the victory.  In addition, when the both players were set to this net, the end board generally had lots of lines of three and four indicating that the players actively searched out such lines.  Also, it tended to pick moves which gave it multiple lines as opposed to single lines indicating that it was going for the proper offensive strategy.  (Just like in normal tic-tac-toe the only way to really win in this game is to set up two lines at the same time in such a way that your opponent cannot block both of them in a single move).  When it played against the two layer neural net it won even when it went second.
· Unfortunately, the results of comparing more evolved neural nets to less evolved ones were inconclusive.  They seem to show that the net has not truly evolved despite the fact that we can see some intelligence in the game play (as described above).  Throughout this study we noticed that the player that goes first has a distinct advantage over the player that goes second.  It requires an immense amount of skill on the part of the neural net to win if it goes second.  Therefore we conjecture that even the less evolved neural nets are able to play well when going first making the numbers appear to indicate a lack of improvement.
IV. Future Related Work


Although our main objective of this project has been covered, during our thinking process, and a lot of times during our actual coding, we came up with many interesting specifications that had to be discarded due to time limitations and project size. The specifications discussed in the following section has not been implemented in our project, but are thought-provoking ideas that future students or scientists in Artificial Intelligence might want to consider incorporating into their project. 

Learning which evaluation function works best in what situations, and creating a combined evaluation function that will pick one function at some times and one at others. If possible, have it automatically pick which function to use. This should result in a piecewise evaluation function. The reason for such a function would be if, for example, some sorts of evaluation are better in the beginning and other in the end.

On top of the idea for a hybrid evaluation function discussed above, another intriguing specification is the idea of computer personalities. When playing any game, different people with different personalities exhibit different playing styles. In a game of 3D Tic-Tac-Toe, and aggressive person might always go for the win, where a passive person might try to block the other player’s moves. A comparison between an “aggressive” evaluation function verses a “passive” evaluation function might yield interesting results. Does the computer learn faster playing aggressively or passively?

In addition, an idea we thought of was to try neural nets with more layers.  The inspiration for this is the original inspiration for neural nets, the human brain.  Certainly it has more than 3 layers and it is therefore able to handle problems of far more complexity.  Perhaps using a neural net with more layers could allow the player to use a more complex and perhaps more accurate utility function.

As we experienced firsthand, computer learning has infinite possibilities. Adding a certain specification brings the computer one step closer to a machines with human qualities. Given a project team of ample size and un unlimited amount of time to expand a project to our hearts content, these discarded specifications will make yet another fascinating Artificial Intelligence project.
V. Conclusion

From the results of the evaluation of the evolved computer playing against older version computers, or less evolved computers, we concluded that genetic training works fairly well offensively, but lags behind intellectually on defensive moves. Even with slight defensive impairment, the more evolved computer showed significant improved learning over its less evolved siblings.

Through this project, we saw the potential a computer program has to competitively play a game of 3D Tic-Tac-Toe against human players. At first, the computer made clearly non-optimal moves, but the more it played, the computer showed gradual learning and did improve its playing style. 

Although our project, Little Boy Blue, is no where close to the intellectual caliber of its fore-father Deep Blue, we feel that at our stage in the field of Artificial Intelligence, if Little Boy Blue inspires even a “little” bit of deep thinking for future Artificial Intelligence students, then our project accomplished it’s task. Even though this was only a minute project in the field of Artificial Intellignece, through this project we experienced first-hand the potential this field has in creating a computer with human qualities.  
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