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1 INTRODUCTION

Theprimarygoalof the Cornell/SabifTIPSTERPhasdl|
projectis to develop techniquego improve the end-user
efficiency of informationretrieval (IR) systemsWe have
focusedourinvestigationsn four relatedresearctareas:

1. High PrecisionInformation Retrieval. The goal
of our researchn this areais to increasethe accu-
ragy of the setof documentgjivento theuser

2. Near-Duplicate Detection. The goal of our work
in nearduplicatedetectionis to develop methods
for delineatingor removing from thesetof retrieved
documentsry informationthattheuserhasalready
seen.

3. Context-DependentDocumentSummarization.
The goal of our researchin this areais to provide
for eachdocumenta short summarythat includes
only thoseportionsof the documentelevantto the

query

4. Context-DependentMulti-Document Summari-
zation. The goal of our researchin this areais
to provide a shortsummaryfor an entire group of
relateddocumentghatincludesonly query-related
portions.

Takenasawhole,our researchaimsto increaseend-user
efficiency in eachof the above tasksby reducingthe a-
mountof text thatthe usermustperusen orderto getthe
desiredusefulinformation.

We attackeachtaskthrougha combinationof statis-
tical andlinguistic approaches.The proposedstatistical
approachesxtend existing methodsin IR by perform-

build on existing work in informationextractionandrely
onanew techniquéor trainablepartial parsing.In short,
ourintegratedapproachuseshothstatisticalandlinguistic
sourceso identify selectedelationship@amongmportant
termsin aqueryor text. Therelationshipsareencodeds
TIPSTERannotationg7]. We thenusethe extractedre-
lationships: (1) to discardor reorderretrieved texts (for
high-precisiontext retrieval); (2) to locateredundantn-
formation (for nearduplicatedocumentdetection); and
(3) to generatecoherensynopsegfor context-dependent
text summarization).

An end-userscenariothat takes advantageof the ef-
ficienoy opportunitiesofferedby our researchmight pro-
ceedasfollows:

1. The usersubmitsa naturallanguagequeryto the re-
trieval system,askingfor a high-precisionsearch. This
searchwill attemptto retrieve fewer documentsthan a
normalsearchput atahigherquality, somary fewernon-
usefuldocumentswill needto be examined.

2. Thedocumentsn theresultsetwill beclusteredsothat
closelyrelateddocumentsregrouped.

e Duplicatedocumentswill beclearly markedsothe
userwill nothaveto look atthematall.

¢ Nearduplicatedocumentsvill alsobe clearlymar-
ked. Whenthe userexaminesa documentmarked
as a nearduplicateto a documentpreviously ex-
amined,the new materialin this documentis em-
phasizedn color sothatit canbe quickly perused,
while the duplicatematerialcanbeignored.

3. Long documentscan be automaticallysummarized,

ing statisticalcomputationswithin the context of another within the context of the query, sothatperhapsonly 20%
gueryor document. The proposedinguistic approaches of the documentwill be presented.This 20% summary



would include the materialthat madethe systemdecide
the documentwas useful, as well as other material de-
signedto setthe context for thequery-relatednaterial.

4. If the userwishes,an entireclusterof documentcan

besummarizedTheusercanthendecidewhetherto look

atary of theindividual documentsThis multi-document
summarnywill onceagainbe query-related.

Onekey resultof our TIPSTERefforts is the devel-
opmentof TRUESmart,a Toolbox for Researchn User
Efficiency. TRUESmartis a set of tools and data sup-
portingresearcherm thedevelopmenbf methodgor im-
proving userefficiency for state-of-the-arinformationre-
trieval systems TRUESmartallowstheintegrationof sys-
temcomponentsor high-precisionretrieval, duplicatede-
tection,andcontext-dependensummarizationit includes
asimplegraphicaluserinterface(GUI) thatsupporteach
of thesetasksin the context of the end-useiscenariode-
scribedabove. In addition, TRUESmartaidssystemeval-
uationandanalysisby highlighting importantterm rela-
tionshipsidentified by the underlyingstatisticaland lin-
guisticlanguageprocessinglgorithms.

Therestof the papempresent RUESmartandits un-
derlying IR and NLP components. Section2 first pro-
videsanoverview of the SmartIR systemandthe Empire
Natural LanguageProcessingNLP) system. Section3
describeshe TRUESmarttoolbox. To date,we have used
TRUESmMmarto supportourwork in high-precisionretriev-
al and context-dependentlocumentsummarization.We
describeour resultsin theseareasin Sections4—5 using
the TRUESmartinterfaceto illustratethe algorithmsde-
velopedandtheircontributionto theend-usescenariale-
scribedabove. Section6 summarizeour work in dupli-
cate detectionand describeshow the TRUESmartinter-
facewill easilybe extendedto supportthis taskandin-
cludelinguistic termrelationshipsn additionto statistical
term relationships.We concludewith a summaryof the
potentialadvantage®f our overall approach.

2 THE UNDERLYING SYSTEMS:
SMART AND EMPIRE

The two main foundationsof our researcharethe Smart
systemfor Information Retrieval andthe Empire system
for NaturalLanguageProcessingBoth arelarge systems
runningin the UNIX ervironmentat CornellUniversity.

2.1 Smart

SmartVersion13 is the latestin a long line of experi-
mentalinformationretrieval systemsdatingbackover 30
years,developedunderthe guidanceof G. Salton. The
new versionis approximately50,000lines of C codeand
documentation.

SmartVersionl3 offersabasicframework for investi-
gationsof thevectorspaceandrelatedmodelsof informa-
tion retrieval. Documentsarefully automaticallyindexed,
with eachdocumentepresentatiobeinga weightedvec-
tor of conceptsthe weightindicatingtheimportanceof a
conceptto that particulardocument. The documentrep-
resentatiesarestoredon disk asaninvertedfile. Natural
languagejueriesundegothesameindexing processThe
gueryrepresentatie vectoris thencomparedwith the in-
dexed documentrepresentatiesto arrive at a similarity
andthe documentsarethenfully rankedby similarity.

SmartVersionl3is highly flexible (i.e., its algorithms
canbe easilyadaptedor a variety of IR tasks)andvery
fast,thusproviding anideal platformfor informationre-
trieval experimentation.Documentsareindexed at a rate
of almosttwo gigabytesan hour, on systemscurrently
costingunder$5,000(for example, a dual PentiumPro
200 Mhz with 512 megabytesmemoryand disk). Re-
trieval speeds similarly fast,with basicsimplesearches
takingmuchlessthana seconda query

2.2 The Empire System: A Trainable Par-
tial Parser

Statedsimply, the goal of the naturallanguageprocess-
ing (NLP) componenfor the selectedext retrieval tasks
is to locatelinguistic relationshipshetweenqueryterms.
For this, we have developedEmpir €', a trainablepartial

parser The remainderof this sectiondescribeshe as-

sumptionf our approactandthegenerakbrchitectureof

thesystem.

Forthe TIPSTERproject,we areinvestigatingherole
of linguisticrelationshipsgn informationretrieval tasks.A
linguistic relationshipbetweenwo termsis ary relation-
shipthatcanbedeterminedhroughsyntacticor semantic
interpretationof the text thatcontainsthe terms. We are
focusingon threeclassesof linguistic relationshipsthat
we believe will aidtheinformationretrieval tasks:

1. nounphraserelationships E.g.,determinevheth-
ertwo querytermsappeain thesamgsimple)noun
phrasefind all placeswherea querytermappears
asthe headof anounphrase.

1Thenamerefersto ourfocuson empiricalmethodgor development
andevaluationof the system.



2. subject-verb-object relationships including the
identification of subjectsand objectsin gap con-
structions. Theserelationshipshelp to identify the
functionalstructureof asentencd,e.,whodid what
to whom. Onceidentified, Smartcanassignhigher
weightsto querytermsthat appearin thesetopic-
indicatingverb,object,andespeciallysubjectposi-
tions.

. noun phrase coreference Coreferenceesolution
is theidentificationof all stringsin adocumenthat
refer to the sameentity. Noun phrasecoreference
will allow Smartto createanorecoherensummaries,
e.g., by replacingpronounswith their referentsas
identified by Empire. In addition, Smartcan use
coreferenceelationshipgo modify its termweight-
ing functionto reflecttheimplied equalitybetween
all elementof anounphrasesquivalenceclass.

Onceidentified,thelinguisticrelationshipganbeem-
ployedin a numberof waysto improve the efficiency of
end-usersthey canbe used(1) to preferthe retrieval of
documentghatalsoexhibit the relationshipsy2) to indi-
catethe presencef redundaninformation;or (3) to es-
tablishthe necessaryontet in automaticallygenerated
summaries.Our approachto locatinglinguistic relation-
shipsis basedn thefollowing assumptions:

e TheNLP systermeedrecaynizeonlythoserelation-
shipsthat are usefulfor the specifictext retrieval
application. Theremay be no needfor full-blown
syntacticandsemanticanalysisof queriesanddoc-
uments.

TheNLP systenmustrecanizetheserelationships
bothquickly andaccurately Thespeedequirement
arguesfor a shallov linguistic analysis;the accu-
ragy requirementarguesfor algorithmsthat focus
on precisionratherthanrecall.

e TheNLP componenneedonly provide a compar
ativelinguistic analysisbetweera documenanda
qguery This shouldsimplify the NLP taskbecause
individualdocumentsio not have to be analyzedn
isolation,but only relative to the query

Given theseassumptionsye have developedEmpire, a
fast,trainable precision-basegartial parser As a partial
parser Empire performsonly shallav syntacticanalysis
of inputtexts. Like mary partialparserandNLP systems
for informationextraction(e.g.,Hobbsetal. [9]), Empire
relies primarily on finite-statetechnology[16] to recog-
nizeall syntacticandsemantientitiesaswell astheir re-
lationshipsto oneanother Parsingproceedsn stages—
the initial stagesidentify relatively simple constituents:
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Figurel: Error-DrivenPruningof TreebankGrammars

simple noun phrases,some prepositionalphrases,verb
groups,andclauses.All linguistic relationshipghat re-

quire higherlevel attachmendecisionsare identified in

subsequenstagesandrely on outputfrom earlierstages.
Our use of finite-statetransducerdor partial parsingis

most similar to the work of Abney [1], who emplogys a

seriesof cascadedinite-statemachinesto build up an

increasinglycomple linguistic analysisof anincoming
sentence.

Unlike mostwork in thisareahowever, we donotuse
hand-craftepatternsto drive the linguistic analysis. In-
steadwe rely on corpus-basetkarningalgorithmsto ac-
quirethegrammarsecessarjor driving eachlevel of lin-
guistic relationshipidentification. In particular we have
developeda very simple, yet effective techniquefor au-
tomatingthe acquisitionof grammarghrougherror-driv-
en pruning of treebankgrammas [6]. As shown in Fig-
ure 1, the methodfirst extractsan initial grammarfrom
a “treebank” corpus,i.e., a corpusthat has beenanno-
tatedwith respecto thelinguistic relationshipof interest.
Considerthe basenounphraserelationship— theidenti-
fication of simple,non-recursie nounphrasesAccurate
identificationof basenounphrasess acritical component
of ary partialparserjn addition,SmartreliesonbaseNPs
asits primary sourceof linguistic phrasenformation. To
extractagrammairfor basenounphrasddentification,we
tagthetrainingtext with a part-of-speecliagger(we use
Mitre’s versionof Brill' stagger{3]) andthenextractasan
NP rule every uniquepart-of-speeclsequenceéhatcovers
abaseNP annotation.

Next, the grammaris improved by discardingrules
thatobtainalow precision-basetbenefit” scorewhenap-
pliedto aheldoutportionof thetrainingcorpustheprun-
ing corpus.Theresulting“grammar” canthenbe usedto
identify baseNPsin a novel text asfollows:



1. Runall lowerlevel annotators.For baseNPs, for
example,run the part-of-speeclannotator

2. Proceedhroughthe taggedtext from left to right,
ateachpointmatchingtherulesagainstheremain-
ing input. For baseNP recognition,matchthe NP
rules againstthe remainingpart-of-speechagsin
thetext.

3. If therearemultiple rulesthat matchbeginning at
tag or token ¢;, usethe longestmatchingrule R.
Begin the matchingprocessaneav at the token that
followsthelastNP.

2.2.1 Empire Evaluation

Using this simple grammarextraction and pruningalgo-
rithm with the naive longest-matctheuristicfor applying
rulesto incomingtext, thelearnedgrammarsareshavn to
performvery well for basenounphrasedentification. A
detaileddescriptionof the basenounphrasdinderandits
evaluationcanbefoundin CardieandPierce[6]. In sum-
mary, however, we have evaluatedthe approachon two
baseNP corporaderived from the PennTreebank[11].
The algorithmachieves91% precisionandrecallon base
NPsthatcorrespondlirectly to non-recursie nounphras-
esin thetreebankit achieres94%precisionandrecallon
slightly lesscomplicatechounphrases.

We are currentlyinvestigatingthe useof error-driven
grammarpruningto infer the grammardor all phasef
partial parsingand the associatedinguistic relationship
identification. Initial resultson verb-objectrecognition
shav 72%precisionwhentestedon acorpusderivedfrom
the PennTreebank.Analysisof the resultsindicatesthat
our contet-free approach,which worked very well for
noun phraserecognition,doesnot yield suficient accu-
ragy for verb-objectrecognition. As a result, we have
usedstandardnachindearningalgorithms(i.e., k-nearest
neighborandmemory-basetkarningusingthevalue-dif-
ferencemetric)to classifyeachproposedrerb-objectora-
cketing aseithercorrector incorrectgivena 2-word win-
dow surroundingthe braclketing. In preliminary experi-
ments,the machinelearningalgorithmobtains84% gen-
eralizationaccurag. If we discardall bracletingsit clas-
sifiesasincorrect,overall precisionfor verb-objectrecog-
nition increasefrom 72% to over 80%. The next sec-
tion outlinesour generalapproachfor usinglearningal-
gorithmsin conjunctionwith the Empiresystem.

2This corpusfurther simplifies someof the the TreebankbaseNPs
by removing ambiguitiesthat we expectothercomponent®f our NLP
systemto handle ncluding: conjunctionsNPswith leadingandtrailing
adwerbsandverbs,andNPsthatcontainprepositions.

2.2.2 The Role of Machine Learning Algorithms

As notedabove, Empiresfinite-statepartialparsingmeth-
ods may not be adequatefor identifying somelinguis-
tic relationships. At a minimum, mary linguistic rela-
tionshipsare betteridentified by taking additional con-
text into account.In thesecircumstancesye proposethe
useof corpus-basethachinéearningtechniques— both
asa systematianeansfor correctingerrors (asdonefor
verb-objectecognitionabove) andfor learningto identify
linguistic relationshipghat aremore comple< thanthose
coveredby thefinite-statemethodsabove.

In particular we have employedthe Kenmore knowl-
edgeacquisitionframework for NLP systemg4, 5]. Ken-
morerelieson threemajor componentsFirst, it requires
an annotated training corpus, i.e., a collection of on-
line documentsthat hasbeenannotatedvith the neces-
sarybraclketinginformation. Secondjt requiresarobust
sentenceanalyzer, or parser For this, we usethe Empire
partial parser Finally, the framework requiresaninduc-
tivelearning algorithm . Althoughary inductivelearning
algorithm can be used,we have successfullyusedcase-
basedearning(CBL) algorithmsfor a numberof natural
languagdearningproblems.

Therearetwo phasego the framework: (1) apartially
automatedraining phasepr acquisition phase in which
a particularlinguistic relationshipis learned,and (2) an
application phase in which the heuristicslearneddur-
ing training canbe usedto identify thelinguistic relation-
ship in novel texts. More specifically the goal of Ken-
more’s training phase(seeFigure 2) is to createa case
base or memory of linguistic relationshipdecisions.To
dothis, the systemrandomlyselectsa setof training sen-
tencesrom the annotatectorpus.Next, the sentencen-
alyzerprocesseshe selectedraining sentencesgreating
one casefor every instanceof the linguistic relationship
that occurs. As shawn in Figure 2, eachcasehastwo
parts. The context portion of the caseencodeghe con-
text in which the linguistic relationshipwasencountered
— thisis essentiallya representationf someor all of the
constituentsn theneighborhooaf thelinguisticrelation-
shipasdenotedn theflat syntacticanalysisproducedoy
theparser Thesolutionportionof the casedescribesiow
thelinguistic relationshipwasresohedin the currentex-
ample. In thetraining phasethis solutioninformationis
extracteddirectly from theannotatedorpus.As thecases
arecreatedthey arestoredin the casebase.

After training,theNLP systemuseghecasebasewith-
out the annotatedcorpusto identify new occurrence®f
thelinguistic relationshign novel sentencesGivenasen-
tenceas input, the sentenceanalyzerprocesseshe sen-
tenceandcreates problemcase,automaticallyfilling in
its context portionbasedn the constituent@ppearinghe



Training Case ‘}

context [ solution

Annotate;I linguistic relationship solution
Corpus I
linguistic
relationships selected sentences
toidentify Y ¥
Sentence context of linguistic
Analyzer relationship

episode in linguistic
relationship
identification

\ 4

( Case Base '

Case-Based Reasoning Component

Figure2: KenmoreTraining/AcquisitionPhase.

sentenceTo determinevhetherthelinguisticrelationship
holds,Kenmorenext compareghe problemcaseto each
casein the casebase retrievesthe mostsimilar training
case andreturnsthe decisionasindicatedin the solution
partof thecase.Thesolutioninformationlets Empirede-
cidewhetherthe desiredrelationshipexistsin the current
sentence.

In previous work, we have usedKenmorefor part-
of-speechtagging,semantideaturetagging,information
extractionconceptacquisition,andrelative pronounres-
olution [5]. We expectthat this approachwill be neces-
saryfor coreferenceesolution for sometypesof subject-
objectidentification,andfor handlinggapconstructdi.e.,
for determiningthat“boy” is the subjectof “ate” aswell
asthe objectof “saw” in “Billy sawv the boy thatatethe
candy”). It is alsothe approachusedto learnthe verb-
objectcorrection‘heuristics”describedn thelastsection.

2.2.3 CoreferenceResolution

The final classof linguistic relationshipis noun phrase
coreference— for every entity in atext, the NLP system
mustlocateall of theexpression®r phraseshatrefertoit.
As anexample considetthefollowing: “Bill Clinton, cur-
rentpresidenif the United States|eft WashingtorMon-
day morningfor China. He will returnin two weeks: In
thisexcerpt,thephrasesBill Clinton; “currentpresident
(of the United States), and“he” referto the sameentity.
Smartcanusethis coreferencénformationto treattheas-
sociatedermsasequialents.For example,it canassume
that all itemsin the classare presentwheneer one ap-
pears.In conjunctionwith coreferenceesolution we are
alsoinvestigatingthe usefulnes®f providing the IR sys-
temwith canonicalizechounphraseformsthatmake use
of terminvariantsidentifiedduring coreference.

To date,we have implementedwo simplealgorithms
for coreferenceesolutionto usepurelyasbaselinesBoth

operateonly on basenoun phrasesasidentified by Em-
pire’s baseNP finder The first heuristicassumeghat
two noun phrasesare coreferentf they shareary terms
in common. The secondassumeshat two nounphrases
arecoreferenif they have the samehead. Both obtained
higher scoresthan expectedwhen testedon the MUC6
coreferencalataset. The headnoun heuristicachiezed
42%recalland51%precisiontheoverlappingermsheur-
istic achieved41%recallandprecision.

2.2.4 Empire Annotators

All relationshipsdentifiedby Empirearemadeavailable
to Smartin the form of TIPSTERannotations.We cur-
rently have thefollowing annotatorsn operation:

o tokenizer:identifiestokens,punctuationgtc.

¢ sentencdéinder: basenPenns maximumentropy
algorithm[15].

e baseNPsidentifiesnon-recursie nounphrases.

e verb-object: identifiesverb-objectpairs, either by
bracleting the verb group and entire direct object
phraseor by notingjustthe headsf each.

e headnouncoreferencédeuristic:identifiescorefer
entNPs.

¢ overlappingtermscoreferencéneuristic: identifies
corefereniNPs.

Thetokenizeris writtenin C. The sentencdinderis writ-
tenin Java. All otherannotatorareimplementedn Lu-
cid/Liquid CommonLisp.



3 TRUESMart

To supportour researchn usetefficient informationre-
trieval, we have developed TRUESmart,a Toolbox for
Researclin UserEfficiency. As notedabove, TRUESmart
allows the integration,evaluation,andanalysisof IR and
NLP algorithmsfor high-precisionsearchescontet-de-
pendentsummarizationandduplicatedetection. TRUE-
Smartprovidesthreeclasseof resourceghat are neces-
saryfor effective researchin theabove areas:

1. TestbedCollections includingtestqueriesandcor-
rectanswers

2. Automatic Evaluation Tools, to measureoverall
how anapproactdoeson a collection.

3. Failur e Analysis Tools, to help the researchen-
vestigatan depthwhathashappened.

Theseoolsare,to alargeextent,independentf theactual
researctbeingdone. However, they arejust asvital for
goodresearclastheresearctalgorithmsthemseles.

3.1 TRUESmMmart Collections

Thetestbedcollectionsorganizedfor TRUESmartareall
basedon TREC[19] andSUMMAC [10], the large eval-
uationworkshopsrun by NIST andDARPA respectiely.
TREC providesa numberof documentcollectionsrang-
ing up to 500,000documentsn size,alongwith queries
andrelevancejudgementghattell whethera documenis
relevantto a particularquery

Evaluationof our high-precisiorresearcttanbedone
directly usingthe TREC collections. The TREC docu-
ments,queriesandrelevancegudgementsaresuficient to
evaluatewhetherparticularhigh-precisionalgorithmsdo
betterthanothers.

For summarizatiomesearchhowever, adifferenttest-
bedis needed.The SUMMAC workshopevaluatedsum-
mariesof documents. The major evaluation measured
whethehumanjudgeswereableto judgerelevanceof en-
tire documentgust from thesummariesWhile veryvalu-
ablein giving a one-timeabsolutemeasureof how well
summarizatioralgorithmsaredoing,human-dependeet
valuationsareinfeasiblefor a researctgroupto perform
on ongoingresearchsincedifferenthumanassessorare
requiredwheneeragivendocumenbr summaryis judged.

Oursummarizatioriestbeds basednthe SUMMAC
QandAevaluation.Givenasetof questionsabouta docu-
ment,anda key describingthelocationsin the document
wherethosequestionareansweredthegoalis to evaluate

how well an extraction-basedummaryof thatdocument
answerghequestionsSothe TRUESmartsummarization
testbedconsistsof

¢ A smallnumberof queries
e A smallnumberof relevantdocumentperquery
¢ A setof questiondor eachquery

e Locationsin therelevantdocumentsvhereeach
questionis answered.

Objectiveevaluationof nearduplicateinformationde-
tectionis difficult. As partof our efforts in this area,we
have constructeda small set(50 pairs) of nearduplicate
document®f newswirearticles. Thesepairsweredeliber
atelychoserto encompasarangeof duplicationamounts;
we include5 pairsat cosinesimilarity .95, 5 pairsat .90,
and10 pairsat eachof .85, .80,.75,and.70. In addition,
they have beencataeyorizedasto exactly what the rela-
tionship betweenthe pairsis. For example,somepairs
areslight rewrites by the sameauthor somearefollowup
articles,and someare two articleson the samesubject
by differentauthors. We also have queriesthat will re-
trieve bothof thesepairsamongthetopdocumentsThese
articlesare tagged: correspondingsectionsof text from
eachdocumenpair aremarkedasidentical,semantically
equivalent,or different.

Preparinga testbedfor multi-documentsummariza-
tion is even moredifficult. We have not donethis asyet,
but our initial approachwill take as a seedthe QandA
evaluationtestcollectionsdescribedabove. This givesus
a queryanda setof relevantdocumentswith known an-
swersto a setof commonguestions. Evaluationcanbe
doneby performinga multi-documentsummarizatioron
a subgroupof this setof relevant documents. The final
summarycan be evaluatedbasedupon how mary ques-
tions are answereda questionis answeredy a text ex-
cerptin the summaryif the excerptin the corresponding
original documentwas marked as answeringthe ques-
tion), and how mary questionsare answeredmore than
once.If toomary questionsareanswereanorethanonce,
thenthe duplicatedetectionalgorithmsmay not be work-
ing optimally. If too few questionsare answeredat all,
thenthe summarizatioralgorithmsmay be at fault. The
evaluationnumbergproducedy thefinal summarycanbe
comparechgainsthe averageevaluationnumberdor the
documents$n thegroup.

3.2 TRUESmMart Evaluation

Automaticevaluationof researclalgorithmsis critical for
rapid progressn all of theseareas.Manualevaluationis



valuable,but impracticalwhentrying to distinguishbe-
tweensmallvariationsof aresearchgroup’'salgorithms.

3.2.1 Treceval

Automatic evaluation of straight information retrieval
tasksis not new. In particular we have provided the
“trec_eval” programto the TREC communityto evalu-
ateretrieval in the TREC ervironment. It will alsobean
evaluationcomponenin the TRUESmartToolBox. The
trec.eval measurearedescribedn the TREC-4workshop
proceeding$8].

3.2.2 Summ.eval

The QandAevaluationof SUMMAC is very closeto be-
ing automaticonce questionsand keys are created. For

SUMMAC, the humanassessorstill judge whetheror

not a given summaryanswerghe questions.Indeed,for

non-extraction-basedummariesthisis required.But for

evaluationof extraction-basedummarizatior(wherethe
summariescontain clauses,sentencesor paragraphof

theoriginaldocument)anautomatiapproximatiorof the
assessotaskis possible. This enablesa researctgroup
to fairly evaluateandcomparemultiple summarieof the
samedocument,with no additional manualeffort after
theinitial key is determined. Thuswe have written the
“summ.eval” evaluator This algorithmfor the automatic
evaluationof summaries:

1. Automaticallyfindsthespanof thetext of theorig-
inal documentthat were given as answersin the

keys.

2. Automaticallyfindsthespanof thetext of theorig-
inal documenthatappearedn a summarizatiorof
thedocument.

3. Computesrariousmeasuresf overlapbetweerthe
summarizatiorspansandthe answerspans.

The effectivenessof two summarizatioralgorithmscan
be automaticallycomparedby comparingtheseoverlap
measures.

We ran summeval on the summariesproducedby
the systemsof the SUMMAC workshop. The compar
ative ranking of systemsusingsummeval is very close
to the (presumablypptimal rankingsusinghumanasses-
sors. This strongly suggestghat automaticscoring of

3.2.3 Dup_eval

“Dup_eval” useghesamealgorithmsassummeval to mea-
surehow well analgorithmcandetectwhetheronedoc-
umentcontainsinformationthatis duplicatedin another
The key (correctanswer)for onedocumentut of a pair
will givethe spanf text in thatdocumenthataredupli-
catedin the other, at threedifferentlevels of duplication:
exact,semanticallyequivalent,andcontainedn. Thedu-
plicatedetectionalgorithmbeingevaluatedwill comeup
with similar spans. Dup_eval measureghe overlap be-
tweenthethesesetsof spans.

3.3 TRUESmart GUI

Automaticevaluationis only thebeginningof theresearch
process.Onceevaluationpinpointsthe failuresand suc-
cesse®f a particularalgorithm,analysisof thesefailures
mustbedonein orderto improvethealgorithm. Thisanal-
ysisis oftentime-consumingandpainful. This motivates
theimplementatiorof the TRUESmartGUI. This GUI is
not aimedat beinga prototypeof a userefficiency GUI.
Instead,it offers a basicend-uselinterfacewhile giving
theresearchetheability to exploretheunderlyingcauses
of particularalgorithmbehavior.

Figure 3 shaws the basic TRUESmartGUI as used
to supporthigh-precisiorretrieval andcontext-dependent
summarization.The userbegins by typing a queryinto
the text input box in the middle, left frame. The sam-
ple queryis TREC query number151: “The document
will provide informationon jail andprisonovercrovding
andhow inmatesareforcedto copewith thoseconditions;
or it will reveal plansto relieve the overcrovded condi-
tion” Clicking the SubmitQbutton initiates the search.
Clicking the NewQ button allows the submissionof a
new query® Oncethe queryis submitted, Smartiniti-
atesa global searchin orderto quickly obtainan initial
set of documentsfor the user The documentnumber
similarity ranking, similarity score,source,date,andti-
tle of thetop 20 retrieveddocumentsredisplayedin the
upperleft frame of the GUI. Clicking on ary document
will causeits query-dependergsummaryto be displayed
in the large frame on the right. In Figure 3, the sum-
mary of the seventhdocumentis displayed. In this run,
we have set Smarts target summarylengthto 25% and
asled for sentence{ratherthan paragraph-pasedsum-
maries. Matching query termsare highlightedthrough-
out the summaryalthoughthey are not visible in the
screendump. The left, bottom-mostframe of the inter-

summeval canbe usefulfor evaluationin circumstances faceliststhemostimportantqueryterms(e.g.,prison jail,

wherehumanscoringis notavailable

3The “ModQ” and“Mod vec” buttonsallow the userto modify the
query and modify the query vector respectiely. Neitherwill be dis-
cussedurtherhere.



inmat(e), overcronvd) and their associatedveights (e.g.,
4.69,5.18,7.17,12.54).

After theinitial displayof thetop-ranleddocuments,
Smartbegins a local searchin the background:eachin-
dividual documentis reparsedand matchedonce again
againstthe queryto seeif it satisfiesthe particularhigh-
precision restriction criteria being investigated. If it
doesnt the documentis removed from the retrieved set;
otherwise thedocumentremainsin thefinal retrieved set
with a scorethat combinesthe global and local score.
In addition,the usercansupplyrelevancejudgementn
ary documentby clicking Rel (relevant), NRel (not rel-
evant), or PRel (probably relevant). Smartusesthese
judgementsas feedback,updatingthe ranking after ev-
ery5judgementdy addingnew documentandremoving
thosealreadyjudgedfrom thelist of retrievedtexts. Fig-
ure4 shaws the stateof the sessioraftera numberof rel-
evancejudgementhave beenmadeand nev documents
have beenaddedo thetop 20.

Theinterface while basic,is valuablein its own right.
It was successfullyusedfor the Cornell/SablRexperi-
mentsin the TREC 7 High-Precisiontrack. In this task,
userswereasledto find 15 relevantdocumentswithin 5
minutesfor eachof 50 queries.Thiswasatruetestof user
efficiency; andCornell/SablRdid very well.

The mostimportantuseof the GUI, though,is to ex-
plore whatis happeningunderneathhe surface,in order
to aid the researcherOperatingon eithera single docu-
mentor a clusterof documentstheresearchecanrequest
several different views. The two main paradigmsare:
(1) the documentmapview, which visually indicatesthe
relationshipsbetweenpartsof the selecteddocument(s);
and(2) thedocumentnnotatiorview, which displaysarny
subsebf the availableannotationdor the selecteddocu-
ment(s).Neitherview is shavn in Figures3 and4.

The documentannotationview, in particular is ex-
tremelyflexible. Theinterfaceallows the userto run ary
of the available annotatorson a document(or document
set). Eachannotatorreturnsthe text(s) andthe setof an-
notationscomputedor thetext(s). The GUI, in turn, dis-
playsthetext with the spansof eachannotatiortypehigh-
lightedin adifferentcolor. Optionally, the valuesof each
annotationcanbe displayedin a separatevindow. Thus,
for instancea documenimay be returnedwith oneanno-
tationtype giving the spansof adocumensummaryand
otherannotationtypesgiving the spansof anideal sum-
mary. Theresearchecanthenimmediatelyseewhatthe
problemsarewith thedocumensummary

Thereis no limit to the numberof possibleannota-
tors that can be displayed. Annotatorsimplementedor
plannednclude:

e Queryterm matcheqwith valuesin separatevin-
dow).

e Statisticaland/orlinguistic phrasematches.
e Summarys. modelsummary
e Summaryws. QandAanswers.

e Two documentgoncatenatedith duplicateinfor-
mationof the secondannotatedn thefirst.

e Coreferennounphrases.
e Subjectyverb,or objecttermmatches.

¢ Verb-object,subject-erb, and subject-objecterm
matches.

e Subjectsor objectsof gap constructionsannotated
with the inferredfiller if it matchesan important
term.

Analyzingtherole of linguisticrelationshipsn thelR
tasksamountsto requestingthe display of someor all
of the NLP annotators. For example, the usercan re-
guestto seelinguistic phrasematchesas well as statis-
tical phrasematches.In the examplefrom Figure 3, the
resultingannotatedsummarywould shov “27 inmates’
and“Latino inmates’ asmatchef the queryterm*“in-
mates’ becausall instance®f “inmates”appeamlashead
nouns.Similarly, it would showv alinguistic phrasematch
between“jail overcrowding” (paragraptb of the sum-
mary)and“jail andprisonovercrowding” (in the query)
for the samereason. Whenthe output of the linguistic
phraseannotatoris requestedthe lower left frame that
lists query termsand weightsis updatedto include the
linguistic phrasegrom the queryandtheir corresponding
weights.

Alternatively, one might want to analyzethe role of
the“subject’annotatorin therunningexample thiswould
modify the summarywindow to shav matchesthat in-
volvetermsappearin@sthesubjecof asentencer clause.
Forexample all of thefollowing occurrencesf “inmates”
would be marked as subjectmatcheswith the “inmates”
guery term, which also appearsin the subjectposition
(“inmatesareforced”): “inmateswereinjured” (paragraph
1), “inmatesbroke out” (paragrapli2), “inmatesrefused”
(paragraplt?), “inmatesareconfined”(paragrapl8), etc.
Smartcangive extraweightto thesé'subject”termmatch-
essinceentitiesthat appearin this syntacticpositionare
often centraltopic terms. The interfacehelpsthe devel-
operto quickly locateand determinethe correctnesof
subjectmatches. As an aside,if the “subjectgap con-
struction”annotatomwererequested,;inmates’ would be
filled in astheimplicit subjectof “return” in paragrapi?
andwould be markedasa querytermmatch.
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<P

Calm was restored Sunday at the San Diego County Jail in Chula Yista after 27
inmates were injured in a Saturday night riot, authorities said,

AP

<P

Cellblock 3-A was locked down after a major disturbance between black and
Latino irmates broke out in a common area and the inmates refused to return to
their cells, said San Diego County Sheriff’s Capt, </P>

<P

The lock-down, in which inmates are confined to their cells, was lifted Sunday
after an undisclosed number of irmates were transferred to other county jails,
The jail, designed to confine 192

inmates, held 782 on Saturday,

AP

<P

A national survey released last year reported that San Diego’s jails are the
the nation”s most owercrowded detention facilities, The study, which examined
27 jail systems with 1,000 or more inmates, found that county jails operated at
212% of capacity during 1988, Over its 10-year life, Proposition A was projected
to raise $1,6 billion to

relieve overcrawding,

AP

<P

County administrators have said their only realistic hope of alleviating jail
avercrowding lies in owverturning the court ruling that struck down Proposition
f,
A court settlement reached before the demise of

Propozition A called for inmate population at the South Bay jail to be reduced
to 273 by July 1,

<P

Phato, Paramedics tend to inmate injured in fracas at the Chula Yista jail,

options,andor buttonbordersarevisible in this screendump.
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JAIL DOUBLE-BUMNK PLAW HAS HITCH: MO GUARDS
<P
</HERDLINE:

<P

Mow that Orange County finally has approval from the state to bunk two irmates
instead of one in each cell of a new jail facility in Santa Ana, officials say
they don’t have the money for additional guards needed to watch the extra
prizoners,

<P

<Pr

The situation has created a paradox in which more than 200 jail beds —- ready
to be filled —- will remain empty even though officials say overcrowding
continues to force the release of more than a hundred suspected or convicted
criminales a day who would otherwise be incarcerated,

But last week the board voted to help

relieve Orange County’s serious jail overcrowding problem by not penalizing the
county for so-called "double bunking" in 216 of the 384 cells at the mew
Intake-Release Center in Santa Ana,

<P

<P

But there iz an odd aspect to the state’s regulations: The Board of Corrections
only has authority to penalize a county while the jail in question iz under
construction, Herman has

previously sued the county over jail conditions,

</P»

<P

"Double bunking “on the cheap” will necessarily lead to prisoner—to-prisoner
violence which single cells were intended to eliminate." Herman wrote in a
letter to the state board, </P»

<P

Lammers zaid the state’s requirement for single cells is intended to protect
wulnerable inmates —- such as young or mentally disturbed people —— from the
prizon population and to isolate inmates known to be excessively violent,

<P

<P

Orange County has had a seriously overcrowded jail system for more than 10
years, The Board of Corrections has rated its capacity at about 3,000 inmates,
but it now houses more than 4.000 on any given day.,

<P

<P

<P

<P

“Leazt Dangerouz” Released
<P

<P

In addition, Kranz said that last year 43,B75 suspected or convicted criminals
were either turned away from the jail or given an early releaze to ease the
overcrowding, </F>

<P

In addition to the 14 requested deputies, sheriff’s officials told the Board of
Corrections that they would need 16 more clerical staff workers to process the
additional inmates,

Figure4: TRUESmartGUI After RelevanceJudgements.



Finally, the role of coreferenceesolutionmight also
be analyzedby requestingo seethe outputof the coref-
erenceannotator In responseo this requestthe docu-
menttext window would thenbe updatedo highlight in
the samecolor all of the entitiesconsideredn the same
coreferenceequivalenceclass. As notedabove (seeSec-
tion 2.2), we currently have two simple coreferencean-
notators: one that usesthe headnoun heuristicand one
that usesthe overlappingtermsheuristic. In our exam-
ple, the headnounannotatomwould assumeamongother
things, that any noun phrasewith “inmates” asits head
refersto thesameentity: “27 inmates”,“black andLatino
inmates”, “the inmates”, etc. (Note that mary of these
proposedcoreferenceareincorrect— the heuristicsare
only meantto beusedasbaselinesvith whichto compare
other, better coreferencealgorithms.) A quick scanof
thetext with all of theseoccurrencesighlightedletsthe
userquickly determinehow well theannotatoiis working
for the currentexample. After limited pronounresolu-
tionis addedo the coreferencannotator‘their” in “their
cells” (paragrapi?) would alsobe highlightedas part of
thesameequialenceclass.

4 HIGH-PRECISION INFORMA-
TION RETRIEVAL

In orderto maintaingeneral-purposeetrieval capabilities,
for example,currentlR systemsattemptto balancetheir
systemawith respecto precisionandrecallmeasuresA

numberof information retrieval tasks,however, require
retrievalmechanismthatemphasiz@recision:usersvant
to seea small numberof documentsmostof which are
deemeduseful, ratherthan being given as mary useful
documentsas possiblewhere the useful documentsare
mixedin with numeroumon-usefuldocuments As are-

sult,ourresearclin high-precisioriR concentratesnim-

proving usertime efficiency by shaving theuseronly doc-
umentghatthereis verygoodreasorto believe areuseful.

Precisionis increasedby restricting an already re-
trieved set of documentgo thosethat meetsomeaddi-
tional criteriafor relevance.An initial setof documentss
retrieved (a globalsearch)andeachindividual document
is reparsedand matchedagainsthe queryagainto seeif
it satisfiegthe particularrestrictioncriteria beinginvesti-
gated(localmatching).If it doesthedocuments putinto
thefinal retrievedsetwith a scoreof somecombinatiorof
the global andlocal score. We have investigateda num-
ber of re-rankingalgorithms. Threearebriefly described
belon: Boolearfilters, clustersandphrases.

4.1 Automatic BooleanFilters

Smartexpandsuserqueriesby addingtermsoccurringin
thetop documents Maintainingthe focusof the queryis
difficult while expandingthequerytendsto drift awayto-
wardssomeone aspecbf the querywhile ignoring other
aspectsTherefore,it is usefulto have a re-rankingalgo-
rithm that emphasizeshosetop documentsvhich cover
all aspectof thequery

In recentwork [14], we construc{soft) Boolearfilters
containingall queryaspectandusethesefor re-ranking.
A manuallypreparedilter canimprove averageprecision
by upto 22%. In practice,a useris not goingto go to the
difficulty of preparingsuchafilter, however, so an auto-
maticapproximatioris needed Aspectsareautomatically
identifiedby looking at theterm-termcorrelationsamong
the queryterms. Highly correlatedtermsareassumedo
belongto the sameaspectandlesscorrelatedtermsare
assumedo be independenaspects.The automaticfilter
includesall of theindependenaspectsandimprovesav-
erageprecisionby 6 to 13%.

4.2 Clusters

Clustering the top documentscan yield improvements
from two sourcesaswe examinein [12]. First, outlier
documentgthosedocumentsot stronglyrelatedto other
documentsyanbe removed. This works reasonablyfor
mary queries. Unfortunately it fails catastrophicallyfor
somehardquerieswherethe outlier may be the only top
relevantdocument!Absolutefailuresneedto be avoided,
sothis approacthis not currentlyrecommendedThe sec-
ondimprovementsourcds to ensurghatqueryexpansion
termscomefrom all clusters. This is anothermethodto
maintainquery focus and balance. A very modestim-
provementof 2 to 3% is obtained;it appearghe Boolean
filter approachabove is to be preferred,unlessclustering
is beingdonefor otherpurposesn ary case.

4.3 Phrases

Traditionally, phrasehave beenviewedasa precisionen-
hancingdevice. In [13] and[12], we examinethe ben-
efits of using high quality phrasesrom the Empire sys-
tem. We discover that the linguistic phraseswhenused
by themseleswithout singleterms,are betterthantradi-
tional SmartstatisticalphrasesHowever, neithergroupof
phrasessubstantiallyimprovesoverall performanceover
just using single terms, especiallyat the high precision
end.Indeed phrasesendto helpatlowerprecisionsvhere
therearefew cluesto whetheradocuments relevant. At
the high precisionend,querybalanceis moreimportant.



Therearegenerallyseveralcluesto relevancefor thehigh-
estranked documentsand maintainingbalancebetween
themis essential. A good phrasematchoften hurtsthis
balanceby overemphasizinghe aspectcoveredby the
phrase.

4.4 TREC 7 High Precision

Cornell/SablRrecentlyparticipatedn the TREC 7 High

Precision(HP) track. In this track, the goal of the user
is to find 15 relevantdocumentgo a querywithin 5 min-

utes. This is obviously a nice evaluationtestbedfor user
efficient retrieval. We usedthe TRUESmartGUI andin-

corporatedhe automaticBooleanfilters describedabove
into someof our Smartretrievals.

Only preliminaryresultsare available now andonce
again Cornell/SabIRdid very well. All 3 of our users
did substantiallybetterthanthe median. Oneinteresting
pointis thatall 3 usersarewithin 1% of eachother: The
same3 usergarticipatedn the TREC6 HP tracklastyear
with much more variedresults. Last year, the hardware
speedandchoiceof querylengthweredifferentbetween
theusers We attemptedo equalizeheseactorsthisyear
The basicallyidenticalresultssuggesi{but the sampleis
muchtoo smallto prove)thatour generabpproachs rea-
sonablyusertrainingindependentThe major actiity of
the useris judging documentsa taskfor which all users
arepresumablhyqualified. Theresultsareboundecby user
agreementvith the official relevancejudgementsandthe
closenes®f the resultsmay indicatewe areapproaching
thatupperbound.

5 CONTEXT-DEPENDENT
SUMMARIZA TION

Anotherapplicationareaconsideredo improve end-user
efficiency is reductionof thetext of thedocumentshem-
seles. Longerdocumentsontaina lot of text that may
not be of interestto the end-usertechniqueghat reduce
the amountof this text will improve the speedat which
the end-usercan find the useful material. This type of
summarizatiordiffersfrom our previouswork in thatthe
documensummariegreproducedvithin the context of a
query Thisis doneby

1. expandingthe vocalulary of the query by related
words using both a standardSmart cooccurrence
basedxpansiormprocessandtheoutputof thestan-
dardSmartadhoaelevancefeedbaclexpansiorpro-
cess;

2. weightingthe expandedvocalulary by importance
tothequery;and

3. performingthe Smartsummarizatiomusingonly the
weightedexpandedvocatulary.

We participatedn boththe TIPSTERdry runandthe
SUMMAC evaluationsof summarizationOnceagainwe
did very well, finishing within the top 2 groupsfor the
SUMMAC adhoc,cateyorization,and QandAtasks. In-
terestingly the top 3 groupsfor the QandAtaskall used
Smartfor their extraction-basedummaries.

Using the summeval evaluationtool on the SUM-
MAC QandAtask, we are continuingour investigations
into length versuseffectiveness particularly when com-
paring summariesbasedon extracting sentencess op-
posedto paragraphs.As expected,the longerthe sum-
maryin comparisorwith theoriginal documentthemore
effective the summary For mostevaluationmeasureghe
relationshipappeardo belinearexceptat the extremes.

For short summaries,sentencesare more effective
thanparagraphsThisis expectedthegranularityof para-
graphsmalkesit toughto fit in entire good paragraphs.
However, the reverseseemsto be true for longer sum-
maries,at leastfor us at our currentlevel of summariza-
tion expertise. The paragraphdend to include related
sentenceshat individually do not seemto usethe par
ticular vocalulary our matchingalgorithmsdesire. This
suggestghat work on coreferencébecomegarticularly
crucialwhenworking with sentencéasedsummaries.

Multi-Document Summarization. Ourcurrentworkin-
cludesextendingcontext-dependensummarizatiortech-
niguesfor usein multi-documentratherthansingle-doc-
ument,summarization.Our work on duplicateinforma-
tion detectionwill alsobecritical for creatingthesemore
complicatedsummaries We have no resultsto reportfor

multi-documensummarizatiorat thistime.

6 DUPLICATE INFORMATION
DETECTION

Userseasily becomefrustratedwhen information is du-
plicatedamongthe set of retrieved documents. This is
especiallya problemwhen userssearchtext collections
that have beencreatedfrom several distinct sources: a
newswire sourcemay have several reportsof the same
incident, eachof which may vary insignificantly If we
canensurethata userdoesnot seelarge quantitiesof du-
plicate informationthenthe usertime efficiency will be
improved.
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their similarity is above a predefinedhreshold.

Exactduplicatedocumentsarevery easyto detectby
ary numberof techniquesDocumentgor whichthebasic
contentis exactly the same but differ in documenimeta-
datalike MessagdD or Time of Messagearealsoeasy
to detectby severaltechniques.We proposeto compute
a cosinesimilarity function betweenall retrieved docu-
ments.Pairsof documentsvith a similarity of 1.0will be
identicalasfar asindexablecontentterms.

The interestingresearchguestionis how to examine
documentpairsthat are obviously highly related,but do
not containexactly the sametermsor vocalulary aseach
other For this, document-documentapsareconstructed
betweenall retrieved documentawhich are of sufficient
similarity to eachother Thesemaps(seeFigure5) shav a
link betweerparagraphsf onedocumentandparagraphs
of theotherif thesimilarity betweertheparagraphss suf-
ficiently strong. If all of the paragraph®f a document
arestronglylinked to paragraph®f a seconddocument,
thenthe contentof the first documentmay be subsumed
by the contentof the seconddocument. If thereareun-
linked paragraph®f a documentthenthoseparagraphs
containnew materialthatshouldbeemphasizeavhenthe
documentis shavn to theuser

The structureof the documentmapsis an additional

importantfeatureto be usedto indicatethe type of rela-
tionshipbetweernthe documentsis onedocumentanex-

pansionof anothey or arethey equivalentparaphrasesf

eachother, or is onea summarydocumentthatincludes
thecommontopicaswell asothertopics.All of thisinfor-

mationcanbe usedto decidewhich documento initially

show the user

Document-documentnapscan be createdpresently
within the Smartsystem thoughthey have not beenused
in the pastfor detectionof duplicatecontent[2, 17, 1§].
Figure5 givessucha document-documenmhap between
two newswirereports,onea fuller versionof the other

7 SUMMARY

In summary we have developedsupportingtechnology
for improving end-useefficiency of informationretrieval
(IR) systemsWe have madeprogressn threerelatedap-
plicationareashigh precisioninformationretrieval, near
duplicatedocumentletectionandcontext-dependentioc-
umentsummarizationOur researctaimsto increaseend-
userefficiencgy in eachof the above tasksby reducingthe
amountof text thattheusermustperusen orderto getthe



desiredusefulinformation.

As the underlyingtechnologyfor the above applica-
tions, we usea novel combinationof statisticaland lin-
guistic techniques. The proposedstatisticalapproaches
extend existing methodsin IR by performing statistical
computationswithin the context of anotherqueryor doc-
ument. The proposedinguistic approachesuild on ex-
isting work in information extractionandrely on a new
techniquefor trainablepartial parsing. The goal of the
integratedapproachis to identify selectedrelationships
amongimportanttermsin a queryor text andusethe ex-
tractedrelationships: (1) to discardor reorderretrieved
texts, (2) to locate redundantinformation, and (3) to
generatecoherentquery-dependergsummaries. We be-
lieve thattheintegratedapproactoffersaninnovativeand
promisingsolutionto problemsin end-useeefficiency for
anumberof reasons:

e Unlike previous attemptsto combinenaturallan-
guageunderstandingndinformationretrieval, our
approachalways performslinguistic analysisrela-
tive to anothedocumenbr query

e End-useeffectivenessvill notbesignificantlycom-
promisedn the faceof errorsby the Smart/Empire
system.

e The partial parseris a trainablesystemthat canbe
tunedto recognizehosdinguisticrelationshipshat
aremostimportantfor thelargerIR task.

In addition,we have developedTRUESmart,a Tool-
box for Researchin User Efficiency. TRUESmartis a
set of tools and data supportingresearchersn the de-
velopmentof methodsfor improving userefficiency for
state-of-the-arinformationretrieval systemsin addition,
TRUESmartincludesasimplegraphicaluserinterfacethat
aids systemevaluationand analysisby highlighting im-
portanttermrelationshipsdentifiedby theunderlyingsta-
tistical andlinguistic languageprocessinglgorithms.To
date,we have usedTRUESmartto integrateandevaluate
systencomponent@ high-precisiorretrieval andcontext-
dependensummarization.

In conclusionwe believe thatour statistical-linguistic
approachto automatedext retrieval hasshovn promising
resultsand hassimultaneoushaddressedour important
goalsfor the TIPSTERprogram— the needfor increased
accurag in detectionsystems,ncreasecdbortability and
applicability of extractionsystemspettersummarization
of free text, andincreaseccommunicatioracrossdetec-
tion andextractionsystems.

[10]
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