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Abstract

Most work in game theory assumes that players are perfesbmess and have com-
mon knowledge of all significant aspects of the game. Ineawork [Halpern and Régo
2006], we proposed a framework for representing and amajygames with possibly un-
aware players, and suggested a generalization of Nashbemuii appropriate for games
with unaware players that we callegneralized Nash equilibriumHere, we use this
framework to analyze other solution conceptsthat have beesidered in the game-theory
literature, with a focus on sequential equilibrium. We gisovide some insight into the
notion of generalized Nash equilibrium by proving that itligsely related to the notion of
rationalizability when we restrict the analysis to gamesdrmal form and no unawareness
is involved.

1 INTRODUCTION

Game theory has proved to be a useful tool in the modeling aatysis of many phenom-
ena involving interaction between multiple agents. Howestandard models used in game
theory implicitly assume that agents are perfect reasam@$ave common knowledge of all
significant aspects of the game. There are many situatioesenthese assumptions are not
reasonable. In large games, agents may not be aware of #epddlyers in the game or all the
moves a player can make. Recently, we [Halpern and Régq poggosed a way of modeling
such games. A key feature of this approach is the use atigmented game&vhich represents
what players are aware of at each node of an extensive forrageqtation of a game. Since
the game is no longer assumed to be common knowledge, eacteateyl game represents the
game a player considers possible in some situation andibesdrow he believes each other
player'sawareness levalhanges over time, where intuitively the awareness levalpéyer is
the set of histories of the game that the player is aware of.



In games with possibly unaware players, standard solubaoepts cannot be applied. For
example, in a standard game a strategy profiledNash equilibriumf each agent’s strategy is a
best response to the other agents’ strategies, so eachi aganit continue playing his strategy
even ifi knew what strategies the other agents were using. In themreof unawareness this
no longer make sense, since the strategies used by othergphagy involve movess unaware
of. We proposed a generalization of Nash equilibrium cdimgjof a collection of strategies,
one for each paifi, I'’), wherel” is a game that agentonsiders to be the true game in some
situation. Intuitively, the strategy for a playeatI” is the strategy would play in situations
wherei believes that the true gamelis. Roughly speaking, a generalized strategy prdfile
which includes a strategy; 1 for each pair(i, I'), is ageneralized Nash equilibriuifi o;

is a best response for playif the true game i$”, given the strategies being used by the other
players in’. We showed that every game with awareness has a generakidaguilibrium

by associating a game with awareness with a standard ganergwalgents are aware of all
moves) and proving that there is a one-to-one corresporedestoveen the generalized Nash
equilibria of the game with awareness and the Nash equldfrthe standard game.

Some Nash equilibria seem unreasonable. For example dewrike game shown in Fig-
ure 1. One Nash equilibrium of this game héglaying dowry and B playing acrosg. Since
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Figure 1: A simple game.

player A chooses dowy, playerB never gets the chance to move so whatever he does he will
get the same payoff of. However, if playerB is rational and ever gets to move, he will not
choose move acrogssince it gives a lower payoff for him than choosing move dgwn

There have been a number of variants of Nash equilibriumqeegin the literature, such as
perfect equilibriunfSelten 1975]proper equilibriumMyerson 1978]sequential equilibrium
[Kreps and Wilson 1982], anchtionalizability [Bernheim 1984; Pearce 1984], to name just a
few. Each of these solution concepts involves some notidmest response. Our framework
allows for straightforward generalizations of all thes&ton concepts. As in our treatment
of Nash equilibrium, ifl'; # 'y, we treat playei who considers the true game to be to
be a different agent from the version of playexho considerd’s to be the true game. Each
version of player best responds (in the sense appropriate for that solutiocegd) given his
view of the game. In standard games, it has been shown thedicimgame, there is a strategy
profile satisfying that solution concept. Showing that aalagous result holds in games with



awareness can be nontrivial. Instead of going through thegss of generalizing every solution
concept, we focus here @equential equilibriunsince (a) it is one of the best-known solution
concepts for extensive games, (b) the proof that a genedabequential equilibrium exists
suggests an interesting generalization of sequentialiequim for standard games, and (c)
the techniques used to prove its existence in games witheamas may generalize to other
solution concepts.

Sequential equilibrium refines Nash equilibrium (in thessethat every sequential equilib-
rium is a Nash equilibrium) and does not allow solutions sagfdowry, acrosg). Intuitively,
in a sequential equilibrium, every player must make a besiaese at every information set
(even if it is reached with probability 0). In the game showirigure 1, the unique sequential
equilibrium hasA choosing acrosgsand B choosing dowg. We propose a generalization of
sequential equilibrium to games with possibly unawaregigyand show that every game with
awareness has a generalized sequential equilibrium. Tims but to be somewhat more subtle
than the corresponding argument for generalized Nashibquih. Our proof requires us to
define a generalization of sequential equilibrium in staddgmmes. Roughly speaking, this
generalization relaxes the implicit assumption in segaépquilibrium that every history in
an information set is actually considered possible by thggil We call this notiooonditional
sequential equilibrium

We also provide some insight into the notion of generalizadiNequilibrium by proving
that, in a precise sense, it is closely related to the notfaatmnalizability when we restrict
the analysis to games imormal formand no unawareness is involved (although the underlying
game is no longer common knowledge among the players). Rpsgbkaking, a normal form
game can be thought as a one-shot extensive game where o phayvs the move the others
made before they make their own move. Intuitively, in staddgmmes, a strategy is rational-
izable for a player if it is a best response to some reasoriefs he might have about the
strategies being played by other players, and a strateggrisopa Nash equilibrium if it is
a best response to the strategies actually played by the pldagers. Since, in games with
awareness, the game is not common knowledge, a local striteglayeri in I'" is part of a
generalized Nash equilibrium if it is a best response to ttegegies played by the opponents
of player: in the games player believes his opponents consider to be the actual one while
moving inI'". Note that the line between rationalizabilty and geneealiXash equilibrium is
not sharp. In fact, we are essentially able to prove thatedesjy is rationalizable in a standard
gamel iff it is part of generalized Nash equilibrium of an appr@te game with awareness
whose underlying game Is.

The rest of this paper is organized as follows. In Sectionegive the reader the necessary
background to understand this paper by reviewing our mantejdmes with awareness. In
Section 3, we review the definition of sequential equilibrifor standard games and define its
generalization for games with awareness. In Section 4, iiaedéhe concept of conditional
sequential equilibrium for standard games, and prove ttesetis a one-to-one correspondence
between the generalized sequential equilibria of a gamie awitareness and the conditional
sequential equilibria of the standard game associated itvitlm Section 5, we analyze the
connection between rationalizability and generalizedhNaguilibrium. We conclude with
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some discussion of solution concepts in games with unawayes in Section 6.

2 GAMES WITH AWARENESS

In this section, we introduce some notation and give somgtioh regarding games with
awareness. We encourage the reader to consult our earfier fo details.

Games with awareness are modeled usingmented game$iven a standard extensive-
form game described by a game tigéean augmented ganié™ based onl’ augmentd” by
describing each agent@wvareness levedt each node, where playés awareness level at a
noder is essentially the set afins (complete histories) i that: is aware of at nodé. A
player’s awareness level may change over time, as the piepemes aware of more moves.

Formally, a(finite) extensive gamis a tuplel’ = (N, M, H, P, fe,{Z; : i € N}, {u; : i €
N}), where

e N is afinite set consisting of the players of the game.

e M is a finite set whose elements are the moves (or actions)ablaito players (and
nature) during the game.

e [ is a finite set of finite sequences of moves (element&/pthat is closed under pre-
fixes, so that if, € H andh’ is a prefix ofh, thenh’ € H. Intuitively, each member of
H is ahistory. We can identify the nodes in a game tree with the historiegg.irEach
noden is characterized by the sequence of moves needed to reashrunin H is a
terminal history, one that is not a strict prefix of any othetdry in H. Let Z denote
the set of runs off. Let M;, = {m € M : h-(m) € H} (where we use to denote
concatenation of sequences);, is the set of moves that can be made after history

e P:(H—-Z)— NU{c}isafunction that assigns to each nonterminal histomynember
of N U{c}. (We can think of: as representing nature.) #(h) = i, then playei moves
after historyh; if P(h) = ¢, then nature moves aftér Let H; = {h : P(h) = i} be the
set of all histories after which playémoves.

e f. is a function that associates with every history for whiefth) = ¢ a probability
measuref.(- | k) on Mj,. Intuitively, f.(- | h) describes the probability of nature’s
moves once histor¥ is reached.

e 7, is a partition of H; with the property that if, and /' are in the same cell of the
partition then)M; = M,,, i.e., the same set of moves is available for every history in
a cell of the partition. Intuitively, if» and 4’ are in the same cell df;, thenh and #’/
are indistinguishable fronis point of view;: considers history,’ possible if the actual
history ish, and vice versa. A cell € Z, is called an {-)information set

e u; : Z — R is a payoff function for playet, assigning a real numberq payoff) to each
run of the game.



An augmented gamis defined much like an extensive game. The only essentif@rdif
ence is that at each nonterminal history we not only detegrttie player moving but also her
awareness level. There are also extra moves of nature titiely capture players’ uncer-
tainty regarding the awareness level of their opponentsmély, given an extensive game
I'=(N,M,H,P, f..{Z; : i € N},{u; : © € N}), anaugmented game based Dris a tuple
't = (NT, MY HY, PP fF AT} i e NT} {u} i e NP}, {A : i € NT}), where
(NT, MY, HY P fF {Z} i e NT}, {uf :i € NT})is a standard extensive game with
perfect recall and A} : H;” — 2! describes’s awareness level at each history at which he
moves.I't must satisfy some consistency conditions. These conditiasically ensure that

e a player's awareness level depends only on the informatierhas as captured by her
information sets;

e players do not forget histories that they were aware of; and

¢ there is common knowledge of (1) what the payoffs are in thaedging game and (2)
what the information sets are in the underlying game.

The formal conditions are not needed in this paper, so we trih here.

An augmented game describes either the modeler’s view gfahee or the subjective view
of the game of one of the players, and includes both moveseainiderlying game and moves
of nature that change awareness. A game with awarenesstsallethese different views, and
describes, in each view, what view other players have. Hypaagame with awareness based
onl'=(N,M,H, P, fe,{Z; :i € N},{u; :i € N})isatuplel = (G, F), where

e (G is a countable set of augmented games basdd ohwhich one is™"";

e F maps an augmented garfi¢ € G and a history in I'" such thatP™(h) = i to a
pair (I, I), wherel'* € G andI is ani-information set in gamg”.

Intuitively, I'""* is the game from the point of view of an omniscient modelepldfyer: moves
athingamel'" € G andF(I't, h) = (T", I), thenI'" is the game thatbelieves to be the true
game when the history fs, and! consists of the set of historiesli¥ that: currently considers
possible.

The augmented gani&’ and the mapping- must satisfy a number of consistency condi-
tions. The conditions on the modeler’'s game ensures thattiteler is aware of all the players
and moves of the underlying game, and that he understandsaimre’s moves work in the
underlying gamé’. The gamd™” can be thought of as a description of “reality”; it describes
the effect of moves in the underlying game and how playersiraness levels change. The
other games i describe a player’s subjective view of the situation.

LA game with perfect recall is one where, players remembehallactions they have performed and all the
information sets they have passed through; see [OsbornB@anidstein 1994] for the formal definition.



There are also ten constraints on the mapghithat capture desirable properties of aware-
ness. Rather than describing all ten constraints here, igéybdescribe a few of them, to
give some idea of the intuition behind these constraintpp8se thatF (I't, #) = (I'*, I) and
Af (h) = a,% then the following conditions hold.

C1. {h: h € H"} = a, whereh is the subsequence bfconsisting of all the moves ih that
are also in the set of moveéd of the underlying game.

C2. If ' € H" and P" (i) = j, thenA% (W) C a and Moy N {m : I (m) € a} = M,

C5. Ifh' € HY, PT(h') =4, A] (k') = a, thenifh andh’ are in the same information set of
I', thenF(I't, 1) = (T", I), while if h is a prefix or a suffix of//, thenF(I'T, h/) =
(Th, I') for somei-information setl’.

C8. For all historiesh’ € I, there exists a prefi®) of 7’ such thatP(r}) = i and
F(rh, 1)) = (17, I iff there exists a prefik; of h such thaP (hy) = i andF(I'F, hy) =
(I, I'). Moreover,; - (m) is a prefix of iff hy - (m) is a prefix ofh.

C9. There exists a histoly € I such that for every prefii’- (m) of 1/, if P"(h") = j € N"
andF (T, w' = (I',I'), thenforallhy € I, hy - (m) € H'.

Suppose tha# (I't, h) = (I'", I). Playeri moving at historyh in 't thinks the actual
game isl'”*. Moreover,i thinks he is in the information set dfof I'*. C1 guarantees that the
set of histories of the underlying game playes aware of is exactly the set of histories of the
underlying game that appear Iif. C2 states that no player ifl* can be aware of histories
not ina. The second part of C2 implies that the set of moves avaifablglayer; at/’ is just
the set of moves that players aware of that are available f@ratﬁ' in the underlying game.
C5 says that players subjective view of the game changes only Becomes aware of more
moves and is the same at historieddf that: cannot distinguish.

C8 is a consequence of the perfect recall assumption. C8tisald, at historyh, i con-
sidersh’ possible, then for every prefi¥, of 4’ there is a corresponding prefix bfwherei
considers himself to be playing the same game, and simifanryevery prefix ofh there is a
prefix of h’ wherei considers himself to be playing the same game. Moreowmiakes the
same move at these prefixes. The intuition behind conditi®nsGhat playeri knows that
player; only make moves that is aware of. Therefore, playémust consider at least one
history ' where he believes that every playemade a move that was aware of. It follows
from conditions on augmented games, C1, C2, and C9 thatithamein going througt where
every playeri makes a move that playébelieves thaj is aware of.

It may seem that by making a function we cannot capture a player’s uncertainty abaut th
game being played or uncertainty about opponents’ unawasesbout histories. However, we

2As in our earlier paper, we use the convention that the commisrof a (standard or augmented) gdiie
are labeled with the same superscriptso that we havé/+, H+, A, and so on.



can capture such uncertainty by folding it into nature’s@move in the game the player con-
sider possible while moving. It should be clear that thisegia general approach to capturing
such uncertainties.

We identify a standard extensive garmevith the game({I"""}, '™, F), where (abusing
notation slightly)l'"” = (I', {A4; : i € N}) and, for all histories: in ani-information set/ in
I', A;(h) = HandF(I' h) = (I, I). Thus, all players are aware of all the rundinand
agree with each other and the modeler that the garfieThis is thecanonical representation
of ' as a game with awareness.

In [Halpern and Régo 2006], we discussed generalizatibrgames with awareness to
include situations where players may be aware of their ovawaneness and, more generally,
games where players may not have common knowledge of thelyimeggame is; for example,
players may disagree about what the payoffs or the infoonatets are. With these models,
we can capture a situation where, for example, playeay think that another playgrcannot
make a certain a certain move, when in factan make such a move. For ease of exposition,
we do not discuss these generalizations further here. Hawigws not hard to show that the
results of this paper can be extended to them in a straigteforway.

Feinberg [2004, 2005] also studied games with awarenedabétg [2005] gives a def-
inition of extended Nash equilibrium in normal-form gameBeinberg [2004] deals with
extensive-form games and defines solution concepts onisertty, via a syntactic epistemic
characterization. His approach lacks a more direct semfratnework, which our model pro-
vides. Li [2006a] has also provided a model of unawarenesgtensive games, based on her
earlier work on modeling unawareness [Li 2006b; Li 2006€le §1alpern and Régo 2006] for
some further discussion of the relation between these appes and ours.

3 GENERALIZED SEQUENTIAL EQUILIBRIUM

To explain generalized sequential equilibrium, we firsteemvhe notion of sequential equilib-
rium for standard games.

3.1 SEQUENTIAL EQUILIBRIUM FOR STANDARD GAMES

Sequential equilibrium is defined with respect toassessment pair (7, 1) whered is a
strategy profile consisting dfehavioral strategieand;. is abelief system.e., a function that
determines for every information séta probability,.; over the histories . Intuitively, if

I is an information set for player .  is i's subjective assessment of the relative likelihood
of the histories in/. Roughly speaking, an assessment is a sequential equmtibfifor all
playersi, at everyi-information set, (a) chooses a best response given the beliefs he has
about the histories in that information set and the strategf other players, and (¥ beliefs

are consistent with the strategy profile being played, insiese that they are calculated by
conditioning the probability distribution induced by thieadegy profile over the histories on
the information set.



Note thatu is defined even if is reached with probability 0. Defining consistency at an
information set that is reached with probability O is somatdubtle. In that case, intuitively,
once information sef is reached playermoving at/ must believe the game has been played
according to an alternative strategy profile. In a sequbsdgiailibrium, that alternative strategy
profile consists of a small perturbation of the original assgent where every move is chosen
with positive probability.

Given a strategy profil&, let Prz be the probability distribution induced ly over the
possible histories of the game. IntuitiveBsz(/) is the product of the probability of each of
the moves irh. For simplicity we assumé. > 0, so that if7 is such that every player chooses
all of his moves with positive probability, then for everystory h, Prz(h) > 0.2 For any
history h of the game, defin®rz(- | i) to be the conditional probability distribution induced
by ¢ over the possible histories of the game given that the cuhistory ish. Intuitively,
Prz(h' | h)is O if h is not a prefix oft/, is 1 if h = A/, and is the product of the probability of
each of the moves in the path frairto 4 if & is a prefix ofh’. Formally, an assessmeat, 1)
is a sequential equilibrium if it satisfies the following pegties:

e Sequential rationality.For every information sef and playeri and every behavioral
strategyo for players,

EU; (@, p) [ 1) = EU(((6—,0), 1) | 1),

whereEU;((7, 1) | 1) = Xher Xzez nr(h) Pra(z | h)u;(2).

e Consistency between belief system and strategy priffifeconsists otompletely mixed
(behavior) strategies, that is, ones that assign positoegbility to every action at every
information set, then for every information deaind historyh in 1,

Prz(h)

pp(h) = =5 .
Zh/EI PI’&(h )

Otherwise, there exists a sequeli@g, "), n = 1,2,3,. .., of assessments such ta&t

consists of completely mixed strategi¢g)’, 1) is consistent in the above sense, and

Sequential equilibrium is not a reasonable solution conflepgames with awareness for
the same reason that Nash equilibrium is not a reasonahlé@okoncept for games with
awareness; it requires that a player be aware of the set sitjp@strategies available to other
players and to him. In order to define a generalized notiorgfiential equilibrium for games
with awareness, we first need to define a generalized noti@ssgssment for games with
awareness. We first need a generalized notion of strategghwie defined in our earlier
paper.

3See [Myerson 1991] for a definition of sequential equilibmiin the case nature chooses some of its move
with probability 0.



Intuitively, a strategy describes whatvill do in every possible situation that can arise.
This no longer makes sense in games with awareness, sin@gex plo longer understands
in advance all the possible situations that can arise. Famele, player cannot plan in
advance for what will happen if he becomes aware of somethéng initially unaware of.
We solved this problem in our earlier paper as follows. Get= {I" € G : for somel'™ ¢
GandhinT'", PT(h) = iandF(I'",h) = (I',-)}. Intuitively, G; consists of the games
that: views as the real game in some history. Rather than consglarsingle strategy in a
gamel™ = (G,I'"", F) with awareness, we considered a collect{of - : I’ € G;} of local

strategies Intuitively, a local strategy; v for gamel” is the strategy thatwould use ifi were
called upon to play anéthought that the true game whS Thus, the domain ofi’rf consists
of pairs(I'", h) such that'* € G, his a history in["", P (h) = i, andF(I'", h) = (I',I).

Let (TP, 1) = {(I',h) : F(I",h) = (I, I)}; we call(T"", I)* ageneralized information set

Definition 3.1: Given a gamd™ = (G, F) with awareness, &cal strategyo; v for

agent; is a function mapping paird'*, h) such thath is a history whereé moves inI'* and
F(T*,h) = (I, 1) to a probability distribution ovet/; , the moves available at a histdiy €

I, such thab’i,rl(rl, hi) = aw/(Fg, ho) if (I'1, h1) and(I'9, ho) are in the same generalized
information set. Ageneralized strategy profilef I'* = (G, 1", F) is a set of local strategies
o= {Ui,F/ 1 €N, I e gl}

The belief system, the second component of the assessmaritjriction from information
sets/ to probability distribution over the histories In Intuitively, it captures how likely each
of the histories in/ is for the player moving af. For standard games this distribution can
be arbitrary, since the player considers every history @itiiormation set possible. This is
no longer true in games with awareness. It is possible thd&yepis playing gamé’; but
believes he is playing a different gamhe. Furthermore, in an augmented game, there may
be some histories in aininformation set that include moves of whi¢hs not aware; player
1 cannot consider these histories possible. To deal withetpesblems, we defing to be a
generalized belief systeihit is a function from generalized information sets to a lpability
distribution over the set of histories in the generalizé¢dnmation set that the player considers
possible.

Definition 3.2: A generalized belief systemis a function that associates each generalized
information set(I”, 7)* with a probability distributiory:rv ; over the se{(I",h) : h € I}.

A generalized assessmeasta pair(d, 1), whereg is a generalized strategy profile ands a
generalized belief system.

We can now define what it means for a generalized assessaient’) to be ageneralized
sequential equilibriunof a game with awareness. The definition is essentially idalrtb that
of (7, ) being a sequential equilibrium; the useldf; in the definition of sequential rational-
ity is replaced byEU, 1, WhereEUiI/((&*, ) | I) is the conditional expected payoff for
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in the gamd”, given that strategy profilg* is used, information set has been reached, and
playeri’s beliefs about the histories ihare described byi’:, ;- We leave the straightforward

modifications of the definition to the reader. It is easy totbaé(a, i) is a sequential equilib-
rium of a standard gamieiff (7, i) is a (generalized) sequential equilibrium of the canonical
representation of as a game with awareness. Thus, our definition of generasiegdential
equilibrium generalizes the standard definition.

To better understand the concept of generalized sequewnpiglibrium concept, consider
the game shown in Figure 2. Suppose that both players 1 anel @xare of all runs of the
game, but player 1 (falsely) believes that player 2 is awahg @f the runs not involving. and
believes that player 1 is aware of these runs as well. Alspasgpthat player 2 is aware of all
of this; that is, player 2’s view of the game is the same as tbdater’s view of the gamg”"
shown in Figure 2. While moving at node 1.1, player 1 considlee true game to be identical
to the modeler’'s game except that from player 1's point ofwighile moving at 2.1, player 2
believes the true gamei&-2, shown in Figure 3.

(-10,-13 (2,-2) (-1.-2) (0,-13

Figure 2: The modeler’s gamé’.

(L e

-1.-2) (0.-13

Figure 3: Player 2’s view of the game from point of view of ayl.

This game has a unique generalized sequential equilibriberevplayer 2 choosesand
player 1 chooses! in I'22. Believing that player 2 will move, player 1 best responds by
choosingL at node 1.1. Since player 2 knows all this at node 2.Il"f) she choosekat this
node. Thus, if players follow their equilibrium strategiéise payoff vector is—10, —1). In
this situation, player 2 would be better off is she could lalypr 1 know that she is aware of
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moveL, since then player 1 would play and both players would receive 1. On the other hand,
if we slightly modify the game by makingy ((L, [)) = 3, then player 2 would benefit from the
fact that 1 believes that she is unaware of méve

3.2 EXISTENCE OF GENERALIZED EQUILIBRIA

We now want to show that every game with awareri&dsas at least one generalized sequential
equilibrium. To prove that a game with awaren&€$shas a generalized Nash equilibrium, we
constructed a standard garti€ with perfect recall and showed that there exists a one-t&-on
correspondence between the set of generalized Nash eguililof I'™* and the set of Nash
equilibrium of I'”. Intuitively, I' is constructed by essentially “gluing together” all the gam
I'" € G, except that only histories if that can actually be played according to the players’
awareness level are considered.

More formally, given a gamé&™* = (G, I F) with awareness, let be a probability on
G that assigns each game dhpositive probability. (Here is where we use the fact tias

countable.) For each’ € G, let |[HY | = {h € H' : for every prefixhy - (m) of h, if

P'(h1) =i e NandF(I' hy) = (I, 1), then for allhy € I, hy - (m) € H"}. The histories

in LHF/j are the ones that can actually be played according to therdagwareness levels.
LetI'” be the standard game such that

o NV ={(i,T"): T" € G;};
o MY =G Upg | MY |, where| M | is the set of moves that occur jif " |;
o H = (YU{(Y-h:T €G,he |H|);
e PY({))=c,and
i, T%) it Ph(n') =i € N and
PV(<Fh> . h/) — f’(rh’ h/) _ (Fh/, _)’
c it Ph(h') = ¢
o fX(U[() =w(I)and fZ(-[(T") - 1) = fL( W) if PR(R) = ¢

e IV, is a partition of "}, where two historiegI'!) - »! and(I'!) - 1! are in the same

information setI”, I)* iff (I'', ') and(I'2, h2) are in the same generalized information
set(IV, I)*;

hiz) ifrh =1,
° U’ZF/(<Fh> Z) = { gl (Z) if Fh o I
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Unfortunately, while it is the case that there is a 1-1 cqoeslence between the Nash
equilibria of 'V and the generalized Nash equilibrialdf, , this correspondence breaks down
for sequential equilibria. To see why consider the modifiesion of prisoner’s dilemmg?,
described in Figure 4.

(1,13 i-1,2) (2,-1) (0,03

Figure 4:1TP: modified prisoner’s dilemma.

Besides being able to cooperateé,() or defect O 4), player A who moves first has also
the option of escapingi4). If player A escapes, then the game is over; if playilerooperates
or defects, then playes may also cooperat&(g) or defect O ). Suppose further that in the
modeler’'s game,

e both A and B are aware of all histories af’;

¢ with probabilityp, A believes thai3 is unaware of the extra mové,, and with proba-
bility 1 — p, A believesB is aware of all histories;

e if A believesB is unaware ofF 4, then A believes thatB believes that it is common
knowledge that the game being played contains all histbues’ 4;

e if A believesB is aware ofE 4, then A believes thatB believes that there is common
knowledge that the game being played'ts

e B believes that it is common knowledge that the game beingeplasi™.
We need four augmented games to model this situation:

e [ is the game from the modeler’s point of view;

e T4 isthe game from!’s point of view when she is called to move in the modeler’'s gam
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e I'B-1 s the game fromB’s point of view when he is called to move in garﬁé after
nature chooses he is unawareff and is also the game from’s point of view when
she is called to move if®-1; and

e I'B2 s the game fromB’s point of view when he is called to move in garﬁé after
nature chooses awaggel'?2 is also the game from8’s point of view when he is called
to move afl"”” and the game froml’s point of view when she is called to moveli-2.

Although I and I'2-2 have the same game tree B®, they are different augmented
games, since th& function is defined differently at histories in these gamsr example,
F(I™, () = (D4, {unawareg;,aware;}) # (I'5-2,()) = F(I'B-2,()). For this reason, we
use different labels for the nodes of theses gamesALeandB.2 (resp.,A.2 and B.2) be the
labels of the nodes in gani@” (resp.,l'B-2) corresponding tol and B in I'?, respectively[
andI'Z-1 are shown in Figures 5 and 6, respectively.

¢ In the modeler's gamé&”*, A believes she is playing ganfé“, and B believes he is
playing gamda 52,

e In gamePA, nature chooses move unawgreith probabilityp and awarg with proba-
bility 1 — p. ThenA moves and believes she is playiﬁé. At nodeB.1, B believes he
is playingD'Z-1, and at node3.2, B believes he is playin§?-2.

e Ingamel'B1, A andB both believe that the gameli&-1.

e Ingamel'32, A and B both believe that the gameli&-2.

unaHareg awarey

(5,5}

(1.1} (-1.2) (2-1) (0,0 (1,13 -12) (2-1) (0,0

Figure 5:T4.

The gamel'” is the result of pasting togeth&r, T2-1, andI'52. There are 5 players:
(A, T4, (A, 1B (A, 1B2) (B, 1B1), and(B,'B2). (4, 151) and(B,'B-1) are playing

4We abuse notation and use the same label for nodes in diffatgyrmented games that are in the same
generalized information set. For example3 is a label at botd™ andI'4.
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(L1 -1.2) 2-1) oo

Figure 6:15-1,

standard prisoner’s dilemma and therefore both shouldctiefith probability 1; (B, T'51)
must believe he is in the history whefel, I'Z-1) defected with probability 1.(4,'4) and
(A, FB-Q) choose the extra move, with probability 1, since it givesl a payoff of 5. The sub-
tlety arises in the beliefs ofB, '%-2) in the generalized information st 2, {C4, D4})*,
since this generalized information set is reached withgiiltty zero. Note thatl'?2, {C')y, D4})* =
{{T™,C4), (T, Dy), (T4, aware, C»), (I, awares, D 4), (T52,Cy), (152, D y)}. By
the definition of sequential equilibrium, playeB, I'Z-2) will have to consider a sequence of
strategies where all these histories are assigned popitability. Although in general this
is not a problem, note thaf, FB~2) is meant to represent the type of playgthat considers
only histories in gam&?5-2 possible. Thus, intuitively, he should assign positivebatility
only to the historie§ (I'52, C' ), (TB2, D y)}.

To see how this leads to a problem, first note that there is aesdi@l equilibrium of
IV where (B,T'52) believes with probability 1 that the true history {84 awares, C ),
(A,I'B-2) chooses 4 with probability 1, and(B, T'%2) choosesC'z with probability 1. It
is rational for(B,T'5-2) to chooseC'; becausg B,I'5-2) assigns probability 1 to the first
move of nature if” beT'4. Since his utility is O for every run i’ whose first move i§A4,
his expected utility is 0 no matter what move he makes at thergdized information set, given
his beliefs.

There is no reasonable definition of generalized sequesdailibrium corresponding to
this sequential equilibrium df”. PlayerB while moving at node3.2 would never cooperate,
since this is a strictly dominated strategy for him in the gdahat he considers to be the actual
game, namely 52,

The problem is that there is nothing in the definition of seqia¢ equilibrium that guaran-
tees that the belief system of a sequential equilibriuiissigns probability zero to histories
that players are unaware of in the gahfewith awareness. We want to define a modified no-
tion of sequential equilibrium for standard games that gogges that the belief system in
'V associates each information set with a probability distrdn over a pre-specified sub-
set of the histories in the information, which consists aoflyhe histories in the information
set player; actually considers possible. In this example, the preipdcsubset would be
{(rB2,04),(0B2, D)}
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4 CONDITIONAL SEQUENTIAL EQUILIBRIUM

In the standard definition of sequential equilibrium foregive games, itis implicitly assumed
that every player considers all histories in his informaset possible. This is evident from the
fact that if a strategy profile that is part of a sequentialildziium assigns positive probabil-
ity to every move, then by the consistency requirement ttiefteystem also assigns positive
probability to every history of every information set of tgame. Therefore, this notion of
equilibrium is not strong enough to capture situations wreeplayer is certain that some his-
tories in his information set will not occur. The notion@inditional sequential equilibrium
which we now define, is able to deal with such situations. tiggalizes sequential equilibrium:
in a game where every player considers every history in agrmation set possible, the set of
conditional sequential equilibria and the set of sequéagailibria coincide.

Given a standard extensive gameadefine gpossibility systenC onT" to be a function that
determines for every information séta nonempty subset df consisting of the histories ih
that the player moving dtconsiders possible. We assume tias common knowledge among
players of the game, so that every player understands wétarieis are considered possible by
everyone else in the game./lis ani-information set, intuitively should be indifferent among
all runs that go through histories ih— K(I), since: believes that those runs will not occur
and every other player knows that. Thus, for a giVea possibility systen” must satisfy the
following requirement: if: andz’ are two runs going through historiesin- (1) and! is an
i-information set, them;(2) = u;(2).

Given a pain(I', ), aK-assessmeris a pair(d, i), whered is a strategy profile of, and
1 is arestricted belief systeme., a function that determines for every informationket I" a
probability .; over the histories iiC(1). Intuitively, if I is an information set for player iy
isi’s subjective assessment of the relative likelihood of tiseohies playel considers possible
while moving at/, namely/C(7). As in the definition of sequential equilibriumk&assessment
(¢, i) is aconditional sequential equilibrium with respectXoif (a) at every information set
where a player moves he chooses a best response given s elihas about the histories
that he considers possible in that information set and ttagegfies of other players, and (b)
his restricted beliefs must be consistent with the straf@gfile being played and the possi-
bility system, in the sense that they are calculated by ¢mmiing the probability distribution
induced by the strategy profile over the histories consdiessible on the information set.
Formally, the definition of 7, 1) being a conditional sequential equilibrium is identicathat
of sequential equilibrium, except that the summation indbénition of EU, (o, ) | ) and
wr(h) is taken over histories ikt () rather than histories if. It is immediate that itC(7) = I
for every information sef of the game, then the set of conditional sequential eqtaliith
respect tolC coincides with the set of sequential equilibria. The nerbtlem shows that set
of conditional sequential equilibria for a large class ofemsive games that includé¥’ is
nonempty.

Theorem 4.1: LetI" be an extensive game with perfect recall and countably miayeps such
that (a) each player has only finitely many pure strategias@) each player’s payoff depends
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only on the strategy of finitely many other players. Kebe an arbitrary possibility system.
Then there exists at least okéassessment that is a conditional sequential equilibridri o
with respect tac.

We now prove that every game of awareness has a generaligedrgal equilibrium by
defining a possibility systeri on I'” and showing that there is a one-to-one correspondence
between the set of conditional sequential equilibrid 6fwith respect tolC and the set of
generalized sequential equilibria bf.

Theorem 4.2: For all probability measures on G, if v gives positive probability to all games
in G, andK((I”, I)*) = {(I", h) : h € I} for every information sefl”’, I)* of ', then(&’, 1)

is a generalized sequential equilibriumiof iff (7, 1) is a conditional sequential equilibrium
of 'V with respect taC, whereo; v ((I'") - 1') = agI,(Fh, W) anduigy ;= pr gy

Sincel” satisfies all the conditions of Theorem 4.1, it easily fokofrom Theorems 4.1
and 4.2 that every game with awareness has at least one gggtsequential equilibrium.

Although it is not true that every conditional sequentialiégrium is also a sequential
equilibrium of an arbitrary game, the next theorem showsstigea close connection between
these notions of equilibrium. If7, 1) is a conditional sequential equilibrium with respect to
some possibility systerk, then there exists a belief systerhsuch that 7, ;i) is a sequential
equilibrium.

Theorem 4.3: For every extensive ganiéwith countably many players where each player
has finitely many pure strategies and for every possibilisteam/C, if (¢, i) is a conditional
sequential equilibrium of* with respect tokC, then there exists a belief systerhsuch that
(7, 1) is a sequential equilibrium df.

5 RATIONALIZABILITY AND GENERALIZED NASH EQUILIBRIUM

In this section, we analyze the relationship between thensof rationalizability and gener-
alized Nash equilibrium, providing some more intuition abthe latter.

The usual justification for Nash equilibrium is that a playetrategy must be a best re-
sponse to the strategies selected by other players in thkbeigun, because he can deduce
what those strategies are. However, in most strategict&ing it is not the case that a player
can deduce the strategies used by other players. Since geg®r tries to maximize his ex-
pected payoff and this is common knowledge, the best thatyg@epktan hope to do is to deduce
a set of reasonable strategies for the other players. Herd¢ake a “reasonable strategy” to
be a best response to some reasonable beliefs a player noighathout the strategy profile
being played. This is the intuition that thationalizability solution concept tries to capture.
Even though a notion of rationalizability for extensiverfogames was proposed by Pearce
[1984], rationalizability is more widely applied in normfarm games. In this section, we
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explore the relationship between rationalizability andegalized Nash equilibrium in games
with awareness where in the underlying game each player srmvg once, and these moves
are made simultaneously (or, equivalently, a player doé¢&kmaw the moves made by other
players before making his own move). We show that, given atetying gamel’ satisfy-
ing this requirement, a pure strategy profile contains oationalizable strategies iff it is the
strategy profile used by the players in the modeler's gameines(pure) generalized Nash
equilibrium of a gamd™ with awareness. If we think of rationalizability as chagaizing
“best response to your beliefs” and Nash equilibrium charaing “best response to what is
actually played”, then this result shows that in the framdwal games with awareness, since
the game is not common knowledge, the line between thesedtians is somewhat blurred.

We start by reviewing the notion of rationalizability folasidard normal-form games. Let
C; be the set of available pure strategies for playef = x;-nC; is thus the set of pure
strategy profiles. Lef\(M) denote the set of all probability distributions déh. Suppose that
each playet is rational and is commonly known to choose a strategy frombsetD; of C,.
LetD_; = x,»;D; and

B(D-;) = {argmazs,cc, EU;((si, 7(D—;))) :
for somer € A(D_;)};

that is, B(D_;) consists of the strategiesd that are best responses to some belief that player
17 could have about the strategies other players are using.

The setS = x;cnS; of correlated rationalizable strategiess characterized by the fol-
lowing two properties: (a) for all € N, S; C B(S_;) and (b)S is the largest set satisfying
condition (a), in the sense that, for every set of strateg¥ilps D satisfying (a), we have that
D C S. ltis not hard to show that for every playgsS; = B(S_;). A strategys; € S; is called
acorrelated rationalizable strategy for playepP ©

It turns out that we can construStby the following iterative procedure. L(—“)‘ll-O = C,; for
alli € N. DefineC{ = B(Cj_jl) for j > 1. Since there are finitely many strategies it is
easy to see that there exists a finitsuch thaCf = CcFforall j > k. It can be shown that
S; = limj_, Cf = Cf. It is also easy to see thatdfis a (behavioral) Nash equilibrium,
then every pure strategy that is played with positive prdltglaccording tog is rationalizable

(where the probability with which a pure strategy is playedaading tos is the product of the
probability of each of its moves accordingdd.

We now explore the relationship between rationalizabilityan underlying gamé’ in
normal-form and generalized Nash equilibrium in a spedass of games with awareness
based orl’. Given a standard ganieand a pure strategy profiéconsisting of rationalizable

SFrom now on, we Us& = (s, ..., s, ) to denote pure strategy profiles, and will continue to@ifer possibly
nonpure strategy profiles.

SIn the literature, it is often assumed that each player aiobés strategy independently of the others and
that this is common knowledge. If we make this assumptiongetea somewhat stronger solution concept (at
least, if|[ V| > 3), which we calluncorrelated rationalizability Essentially the same results as we prove here for
correlated rationalizability hold for uncorrelated ratadizability; we omit further details here.
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strategies, we define a game with awarerd€ss) = (G, ", F) such that (a) there exists a
generalized Nash equilibrium of (s), wheres; is the strategy followed by playein I'"*, and
(b) every local strategy in every pure generalized Nashlibguim of ['*(s) is rationalizable
in I'. To understand the intuition behind the construction, noée if s; is a pure correlated
rationalizable strategy of playérin I', thens; must be a best response to some probability
distribution7% over the setS_; of pure correlated rationalizable strategies’'sfopponents.
The idea will be to include a gani€’i in G that captures the beliefs that makea best re-
sponse. Lef!, ..., 3™ be the strategy profiles ifi_; that get positive probability according
to 7. (There are only finitely many, singg_; consists of only pure strategies.) L&t be
the game where nature initially makes oneromoves, say;, ..., ¢, (one corresponding to
each strategy that gets positive probability according®®, where the probability of move;

is 7% (57). After nature’s choice a copy afis played. All the histories i in which player
1 is about to move are in the same information set of play#rat is, player does not know
nature’s move. However, all the other players know natumese. Finally, all players are
aware of all runs of" at every history in**i. Note that if% is a history where playerthinks
gamel'¥i is the actual game, and believes that other players will @'[a}yafter nature’s move
c;, then playetr believes that; is a best response at

Given a pure strategy profilé of the gamel’, let I'*(3) = (G,I'", F) be the following
game with awareness:

o I = (I',{4; : i € N}), where for every playerand every history, € H", A;(h) =
H (the set of all histories if);

o G={I"M}U{l% 5 €8 ieN};
e for an augmented gameih” € (G—{I"}) and a history: of I'" of the form(s’_,) - 7/,

— if PT(h) =i, thenF(I'", h) = (I'", I) wherel is the information set containing
h;
—if PT(h) =j € N - {i} ands;- is the strategy of playej specified bys

/
—

then
/ /
F(I*,h) = (D%, 1), wherel is the uniquej-information set in gamé&”J;

o forh e H", F(I' h) = (I'*i, I), wherel is the unique-information set in gamé*:.

The intuition is that ifs'is a strategy profile such that, for alke N, s; is a rationalizable
strategy for playet in I, then at the (unique)information set ofi"”, i considers the actual
game to bel¥i. For this particular game with awareness, there exists argéped Nash
equilibrium where the strategy for each playén the modeler's game is;. Conversely, only
rationalizable strategies are used in any pure generdlizsti equilibrium of™*(s). There is
only one small problem with this intuition: strategieslirand local strategies for augmented
games i (s) are defined over different objects. The former are definediaf@mation sets
of the underlying gam€ and the latter are defined over generalized informationafdis(s).
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Fortunately, this problem is easy to deal with: we can idgrtilocal strategy i (s) with a
strategy in" in the obvious way. By definition df*(s), for every playei and augmented game
I € g;, the domain of the local strategy - consists of a unique generalized information set.
We denote this information set by . For each local strategy; 1 of I'*(5), we associate the
strategyo, 1 in the underlying gamé such that; v (1, 1v) = ¢; v(I), wherel is the unique
i-information set i ’ ’ ’

The following theorem summarizes the relationship betvoeerelated rationalizable strate-
gies inI" and generalized Nash equilibrium of games with awareness.

Theorem 5.1:If I is a standard normal-form game aids a (pure) strategy profile such that
forall i € N, s; is a correlated rationalizable strategy of playemn I, then

(i) there is a (pure) generalized Nash equilibriuth of I'*(s) such that for every playei;

* I
S rsi = Sio

(i) for every (pure) generalized Nash equilibriugii of I*(s), for every local strategy;.k v
for every player in 5%, the strateg;g;?‘ r is correlated rationalizable for playerin I'.

Note that Theorem 5.1 does not imply that for a fixed game withraness, (pure) gener-
alized Nash equilibrium and generalized rationalizapitibincide. These notions are incom-
parable for standard extensive games (cf. [Battigalli 1 #®arce 1984]), so the corresponding
generalized notions are incomparable when applied to therseal representation of a stan-
dard game as a game with awareness. If we restrict the unagdgme to be in normal form,
it can be shown that, just as in standard games, every sgrateg pure generalized Nash
equilibrium is (generalized) rationalizable. Since rasitizability is usually defined for pure
strategies in the literature [Myerson 1991; Osborne andri®tgin 1994], we focused on that
case here. But it is not hard to show that an analogue of Theété holds for behavioral
rationalizable strategies as well.

6 DISCUSSION

Our focus in this paper has been on refinements of generaliasd equilibrium in games with
awareness. Itis worth reconsidering here the concepts# fia these solution concepts in the
presence of awarene§sAs we noted, equilibrium refinements are used in standardegdm
eliminate some “undesirable” or “unreasonable” equiib/rguably, unreasonable equilibria
pose an even deeper problem with unaware players. For egaon® standard interpretation
of a Nash equilibrium is that a player chooses his stratedlyeabeginning of the game, and
then does not change it because he has no motivation for dair(gince his payoff is no
higher when he changes strategies). But this interpretéisuspect in extensive-form games
when a player makes a move that that takes the game off thébeigun path. It may seem

"We thank Aviad Heifetz and an anonymous referee for raisimgesof these issues.
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unreasonable for a player to then play the move called foriggthategy (even if the strategy
is part of a Nash equilibrium). A threat to blow up the world datch you cheating in a game
may be part of a Nash equilibrium, and does not cause prohfemfact no one cheats, but it
hardly seems credible if someone does cheat.

One way to justify the existence of incredible threats o gguilibrium path in a Nash
equilibrium is to view the player as choosing a computer pogthat will play the game for
him, and then leaving. Since the program is not changed am&set in motion, threats about
moves that will be made at information sets off the equilibripath become more credible.
However, in a game with awareness, a player cannot write granoto play the whole game
at the beginning of the game because, when his level of a@sserthanges, he realizes that
there are moves available to him that he was not aware of didgmning of the game. He
thus must write a new program that takes this into accountttiBsimeans we cannot sidestep
the problem of incredible threats by appealing to the use mfeaprogrammed computer to
play a strategy. Once we allow a player to change his progteesats that were made credible
because the program could not be rewritten become inceedifphin. Thus, the considera-
tion of equilibrium refinements such as sequential equilioy which block incredible threats,
becomes even more pertinent with awareness.

Moving up a level, we might ask more generally for the appiadprinterpretation of Nash
equilibrium in games with awareness. In standard gamesauithique Nash equilibrium, we
could perhaps argue that rational players will play themponent of the equilibrium, since
they can compute it and realize that it is the only stabldegsa In games with several Nash
equilibria, perhaps one can be singled out as most salieagre can be eliminated by using
refinements of Nash equilibria.

To some extent, these considerations apply in games witheass as well. If there is a
unique generalized Nash equilibrium, although a playenoanecessarily compute the whole
equilibrium (for example, if it involves moves that he is raware of), he can compute that
part of the equilibrium that is within the scope of his awasn Thus, this argument for
playing a Nash equilibrium lifts from standard games to gamwéh awareness. However,
other arguments do not lift so well. For example, in standgmohes, one argument for Nash
equilibrium is that, over time, players will learn to play a$h eqilibrium, for example, by
playing a best response to their current beliefs. This asgurwill not work in the presence
of awareness, since playing the game repeatedly can majerplaware of moves or of other
players awareness, and thus effectively change the gaouetier.

Another way of interpreting Nash equilibrium in standardngs is in terms of evolutionary
game theory. This approach works with awareness as welb&apthat we have populations
consisting of each awareness type of each player, and tleathttime step we draw without
replacement one individual of each of these populationdetritdem play the game once. If the
sample individuals are playing an equilibrium strateggytdo not have incentive to deviate
unilaterally given their beliefs that the other playerslwntinue to follow the equilibrium
strategies.

Other issues arise when considering sequential equifibnugames with awareness. For
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example, in a standard game, when a player reaches a hiséig hot on the equilibrium path,
he must believe that his opponent made a mistake. Howevganes with awareness, a player
may become aware of her own unawareness and, as a resutt) swétegies. In the definition
of sequential equilibrium in standard games, play off thaildoyium path is dealt with by
viewing it as the limit of “small mistakes” (i.e., small detions from the equilibrium strategy).
Giventhat there are alternative ways of dealing with missak games with awareness, perhaps
other approaches for dealing with off-equilibrium play midoe more appropriate. While
other ways of dealing with mistakes may well prove interggtiwe would argue that our
generalization of sequential equilibrium can be motivdtelsame way as in standard games.
Roughly speaking, for us, how a players awareness levelggsaover time is not part of the
equilibrium concept, but is given as part of the descriptibthe game.

More generally, we have focused here on generalizing smuwoncepts that have proved
useful in standard games, where there is no lack of awarembgssdiscussion above suggests
that introducing awareness allows us to consider othetisalaoncepts. For example, Ozbay
[2006] proposes an approach where a player’s beliefs abegtrobability of revealed moves of
nature, that the player was initially unaware of, are formggart of the equilibrium definition.
We hope to explore the issue of which solution concepts arg afgpropriate in games with
awareness in future work.

7 CONCLUSIONS

In this paper, we further developed the framework of gamdis avareness by analyzing how
to generalize sequential equilibrium to such games. Othlatisn concepts can be generalized
in a similar way. Although we have not checked all the defailsll solution concepts, we be-
lieve that techniques like those used in our earlier papprdee existence of generalized Nash
equilibrium and ones similar to those used in this paper émegalized sequential equilibrium
will be useful for proving the existence of other generalizselution concepts. For example,
consider the notion oftrembling hand) perfect equilibriurfSelten 1975]. in normal-form
games. A strategy profilé is a perfect equilibrium if there exists some sequence afeggies
(5’“)?’:0, each assigning positive probability to every availablereydhat converges pointwise

to o such that for each playerthe strategy; is a best response &fi for all k. The definition

of generalized perfect equilibriutn games with awareness is the same as in standard games,
except that we use generalized strategies rather thaagigat and require that for every local
strategyo; v of every player, i1 is a bestresponse &f(i ) in gamel” for all k. To prove

that every game with awareness in normal form has a gehedqtierfect equilibrium, we prove

an analogue of Theorem 3.1(b) in [Halpern and Régo 2006gia correspondence between
the set of generalized perfect equilibrial6f and the set of perfect equilibria 6f'. The exis-
tence of a generalized perfect equilibrium follows from éxéstence of a perfect equilibrium

in I'Y; the existence of a perfect equilibriumlii¥ follows from Lemma 7.2.

As a byproduct of our proof of existence of a generalized setjal equilibrium in each
game with awareness, we proposed a concept of conditioma¢aéal equilibrium for standard
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games. This solution is more appropriate than standardes¢éiqliequilibrium if there are
histories in an information set that, even though indistisgable from a player’s point of
view, are not considered possible. We showed how to congrsiandard game given a game
with awareness such that there is a one-to-one correspoathetween the set of generalized
sequential equilibria of the game with awareness and thaf senditional sequential equilibria
of the standard game. Roughly speaking, this result shoatsatlgame with awareness is
equivalent to a standard game where there are multipleoressif a player and it is possible
that a player does not consider the actual history posdiklemvolves moves he is unaware of.

In our earlier work, we showed that our definitions could beeeded in a straightforward
way to games with awareness of unawareness; that is, ganees whe player might be aware
that there are moves that another player (or even she harsglit be able to make, although
she is not aware of what they are. Such awareness of unawarear be quite relevant in
practice. We captured the fact that playé aware that, at a nodein the game tree, there is a
move thatj can make she)is not aware of was by havings subjective representation of the
game include a “virtual” move fof at nodeh. Since: does not understand what can happen
after this movej does not develop the game tree after this mowemply describes what she
believes will be the payoffs after the move. We showed thatreerplized Nash equilibrium
exists in games with awareness of unawareness. It is sti@iglard to define generalized
sequential equilibrium for those games and to prove itstence using the techniques of this
paper; we leave details to the reader.

We also provided a further insight into the notion of geneeal Nash equilibrium by ana-
lyzing its relationship with the notion of rationalizalylifor standard games. We showed that,
in a sense, generalized Nash equilibrium can be viewed asaaaeation of rationalizability.
In particular, this shows that, unlike in the standard caberer Nash equilibrium is charac-
terized by every player best responding to the actual gfiegelayed by their opponents, in
games with awareness (or, more generally, in games withdackmmon knowledge) a gen-
eralized Nash equilibrium is characterized by every plégst responding to the strategy they
believe their opponents are playing.

We have focused here on generalizing solution concepth#wat proved useful in games
where there is no lack of awareness. It may well be the cageithgames with (lack of)
awareness, other solution concepts may also be appropvisdnope to explore the issue of
which solution concepts are most appropriate in games witdveness in future work.
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7.1 PROOF OF THEOREMS 4.1, 4.2, AND 4.3

Theorem 4.1: LetI be an extensive game with perfect recall and countably méayes
such that (a) each player has only finitely many pure stra®egind (b) each player’'s payoff
depends only on the strategy of finitely many other playee$ K1be an arbitrary possibility
system. Then there exists at least ihassessment that is a conditional sequential equilibrium
of I' with respect tdC.

Proof: We use the same ideas that are used to prove existence castaadjuential equilib-
rium, following closely the presentation in [Myerson 199The proof goes as follows. Given
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I, letT"y; be themultiagent representatioof I" in normal form. We prove (Lemma 7.1) that
for everyperfect equilibriumz of 'y, and every possibility systeid, there exists a restricted
belief systemu such thato, 1) is a conditional sequential equilibrium bfwith respect toC.
Then we show (Lemma 7.2) that fbrsatisfying the hypothesis of the theordm, has at least
one perfect equilibrium.

We now review the relevant definitions. ormal-form games a tuple(N, x;cnC;, {u; :

i € N}), whereN is the set of players of the gamg, is the collection of pure strategies
available for playei in the game, and; is a payoff function that determines for each strategy
profile in x ;< yC; the payoff for playet.

Given a standard extensive-form gaime= (N, M, H, P, fo,{Z; : i € N},{u; : i € N}),
let S* = U;enZ;. Intuitively, we associate with eagkhinformation set/ € Z; atemporary
playerthat has\M/ (7) as its set possible strategi€s; is just the set of all temporary players in
I'. For each temporary playérwe associate a payoff functiary : x;cg+M(I) — R such
that if each temporary playdrchooses action;, ando is the pure strategy profile fdar such
that for everyi € N and! € Z;, 0;,(I) = ay, thenvy(xjecg+ar) = u;(o). Themultiagent
representation fof" in normal formis the tuple(S*, x jcg+ M (I),{vy : I € S*}).

Given any countable sé?, let A(B) be the set of all probability measures ovgrand let
AO(B) be the set of all probability measures ovemwhose support is all o8. Given a game
in normal formI" = (N, x;enC;, {u; : i € N}), a mixed strategy profile € x,;,cnyA(C;) is
aperfect equilibriunof I iff there exists a sequentﬁé’f)z‘;1 such that (a§* € x;enA%(C))
for k > 1, (b) 6% converges pointwise to, and (c)o; € argmaz, ¢ a(c, EUs(6%;,7;) for all
1€ N.

The following lemmas are analogues of Theorems 5.1 and §Myarson 1991].

Lemma 7.1: If ', is a multiagent representation dfin normal form, then for every perfect
equilibriumeo of I'j; and every possibility systefd, there exists a restricted belief system
such that(o, 1) is a conditional sequential equilibrium dfwith respect taC.

Proof: The proof is almost identical to that of Theorem 5.1 in [Mysrsl991]. We focus
on the necessary changes, leaving the task of verifyinghieatest of the proof goes without
change to the reader. L(aatr’lf)goz1 € X7es+A(M(I)) be a sequence of behavioral strategy
profiles satisfying conditions (a), (b), and (c) of the defam of perfect equilibrium. For each
k, define a belief system* such that, for each information sét;ﬂ“([) is the probability over
histories inkC(7) defined as

I — -
e (r) Prak(h)
If 7 is the set all information sets iny, for eachk, ¥ : 7 — [0, 1]. Thus,.* € [0,1]%; and,
by Tychonoff’s Theorem|, 1]I is compact. Thus, there must be a convergent subsequence of

pl, 12, .. .. Suppose that this subsequence converggs tbis easy to see that is consistent
with ¢ and .
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Let Z(I) denote the set of runs that do not contain any prefix.i.et / be an arbitrary
i-information set of¥. When agent € S* uses the randomized strategy € A(M(]))
against the strategies specifieddyfor all other agents, his expected payoff is

EU (6% 1, pp) = Pr (WEU;6* o pr R+ > Pr(2)u(2).
hEI(U I,/)]) zeZ(I) (U_[apl)

Note that forh € [ orh € Z(1), Pr(&k p[)(h) = Pr x(h), since this probability is indepen-
.

dent of the strategy used by playerAlso note that for alh € I — IC(1), EUI(a—ﬁI, pr | h)is
independent op;. Thus,

EU;(6% 7, p1)
= X PrEUIGEppr )+ X P,g(Z)uz'(ZHC’

heIC( )7 zeZ(I)C’
(> ,LLI h)EU 1 ( " “rerlh)( > Pr +c”,
heIC( ) heK(I) 9

whereC’ andC” are two constants independentggf

The rest of the proof proceeds just as the proof of Theorerm$Myerson 1991]; we omit
details herel

Lemma 7.2: If T is an extensive-form game with perfect recall such thatl{e)e are at most
countably many players, (b) each player has only finitely ynaure strategies, and (c) the
payoff of each player depends only on the strategy of fimagy other players, thein,, has
at least one perfect equilibrium.

Proof: The proof is almost identical to that of Theorem 5.2 in [My®rsl991]. Again, we
focus on the necessary changes, leaving it to the readeritp theat the rest of the proof goes
without change. We need to modify some of the arguments $ifgces not a finite game; since
it may contain countably many players. First, by the samarasnt used to prove that’ has
at least one Nash equilibrium in our earlier work [Halperd &&go 2006], we have that for
anyI satisfying the hypothesis of the lemnig,; has at least one Nash equilibrium.

Let C; be the set of pure strategies available for playerI';;. By Tychonoff’'s Theo-
rem x;c [0, 1]% is compact. Sincec;cyA(C;) is a closed subset of ;- [0, 1], it is also
compact. All the remaining steps of the proof of Theorem B.pMyerson 1991] apply here
without change; we omit the detailk.

The proof of Theorem 4.1 follows immediately from Lemmasand 7.21
Theorem 4.2: For all probability measures on G, if v gives positive probability to all games
inG,andC (I, I)*) = {(I’, h) : h € I} for every information sefl”, I)* of 'V, then(&’, 11/)
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is a generalized sequential equilibriumiof iff (7, ;1) is a conditional sequential equilibrium
of I' with respect toC, whereo, v ((I") - 1) = o 1, ("', ') and | = g ys-

Proof: Let PrZ be the probability distribution over the historiesliti induced by the strategy
profiles andf. For a history: of the game, definBrZ(- | %) to be the conditional probability
distribution induced by and f. over the possible histories of the game given that the cturren
history ish. Similarly, let Prg, be the probability distribution over the historiesIifi € G

induced by the generalized strategy profileand f/. Note that ifPr”, (1) > 0, thenh’ €
|H"|. Thus,(T"") - v’ € HY.

For all strategy profiles and generalized strategy profile’s if a;’r,(l“h, h') = Ui7F/(<Fh> -
1'), then itis easy to see that for &l € H" such thatPr”, (1') > 0, we have thaPr%((I'") -
n') = v(T") P, (1'). And sincev is a probability measure such that"™) > 0 for all
I € G, we have thaPr%((T'") - ') > 0iff Pl (k') > 0. Itis also easy to see that for all
K # ()andalln” € H" such tha®r’, (b | h') > 0, Pr4((T") - b | 1) = Prly, (b | B).

Suppose thats, 1) is a conditional sequential equilibrium & with respect tolC. We
first prove that @, ;1) satisfies generalized sequential rationality. Suppos&ayyof contra-

diction, that it does not. Thus, there exists a playergeneralized-information sef{T'*, I)*,
and a local strategy for playeri in 't such that

+
Z Z ,UF+ Pr(z | h)u Z Z UF—I— [ Pr , (2| h)uj_(z)
hel zez+ hel zez+ ( —a,ry”® s')
Define s to be a strategy for playefi, ") in I such thats((T'") - 1) = /(T 1).
Using the observation in the previous paragraph and thetlfimw’FJrJ = I+ )+ and

KT, 1)*) = {({T'", ) : h € I}, it follows that

> > mp+ (W Pr(TT) -2 | huf (2)
(T R eK((T+,1)*) ze| Z+| g
< > > u<F+,I>*(h)(ﬂ Pr )(<F+> -z | B (2).
U—(@F/)’S

(TT R eL(TT.1)*) ze[ 2]
1)
By definition of /..., uf(z) = uZF+((F+>, z). Replacingu; (z) by uZF+(<F+), ) in (1),
it follows that (7, N) does not satisfy sequential rationalitylif, a contradiction. So&, /)
satisfies generalized sequential rationality. It remasnshiow that.’ is consistent witld”.
Suppose that, for every generalized information (§&t, I)*, > ,cr Pr;f,(h) > 0. By

definition of € and the fact that for alt’ € H”, Pri((I'") - ') > 0iff PrZ,(h') > 0, we have
that for every information sef" ", I)* of I'V,

> BT m>o.

(LT h)ek((T+,1)*)
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Thus, by consistency of, #, andX, it follows that for every information sefi" ", I)* of I'V
and evenyh € K((I'", I)*), we have

-~ Pry(0%) - h)
H+ 1)* Zh’elC((F+,I)*) Prz((TF) - By

Sincesty ;= wpt e KT 1)Y) = {(I,h) = h € I}, and for alli’ € H" such that
Prlt, (1) > 0, we have thaPr%((I"") - 1) = v(I'") Prly,(h/), it is easy to see that for every
generalized information séf'+, I)* and everyh € I,
_ Pr¥,(h)

Swer Pra (1)

Niﬂ—’](h)

Thus,y is consistent witlw’.

Finally, suppose that there exists a generalized infoona@t T+, I)* such thap",c Pr;I,(h) =
0. By definition of K and the fact that for alt’ € H, Pr%((I'") - #’) > 0 iff Pr;g,(h’) >0,
we have thaE<r+,h>e/<(<r+,I>*) PrZ((I't) - h) = 0. Thus, by the consistency pf &, andK,
there exists a sequence/6fassessmentg”, '") such thatz" consists of completely mixed
strategiesy'" is consistent witly” and/C, and(a", u'*) converges pointwise t@7, ).

Define a sequence @f-assessmenig™, ") such thatuﬁ,’] = ’M?F’,D* and o—?’r,(@h) .

h') = r}f‘r,(rh, h') for all n. Sinces” is completely mixed, so i8"; it also follows from the
earlier érgument that” is consistent with/ for all n. Since(¢", 1) converges pointwise
to (7, u), it is easy to see thdf”, v") converges pointwise t6, 1i'). Thus,y’ is consistent
with &, and(#, ;1) is a generalized sequential equilibriumIdf, as desired. The proof of the
converse is similar; we leave details to the reamler.

Theorem 4.3: For every extensive ganiéwith countably many players where each player
has finitely many pure strategies and for every possibijstem/C, if (7, 1) is a conditional
sequential equilibrium of* with respect tokC, then there exists a belief systerhsuch that
(7, 1) is a sequential equilibrium df.

Proof: Since(o, 1) is a conditional sequential equilibrium &f with respect tofC, by the
consistency of:, o, andkC, there exists a sequencel@fassessmen(ﬁk, ﬂk) such that* is
completely mixed;i” is consistent witls* andC, and(6*, /i) converges pointwise t@r, 11).

Let o¥ be the belief system consistent with. Using the same techniques as in the proof of
Lemma 7.1, we can construct a subsequencg@bfi*) that converges pointwise 1@, 1//).
Thus,y is consistent withr. It remains to show thatr, 1//) satisfies sequential rationality.

Since, by definition ofC, for everyi-information set/ of I', player: has the same utility
for every run extending a history ih— /C(I), it is not hard to show that

EU;((0, 1) | I) = C + p'(K(I))EU;((0, ) | 1),
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whereC and /(K (I)) are independent of;(1). Since, by sequential rationality; (1) is a
best response givan it is also a best response giveh It follows that (o, 1/) is a sequential
equilibrium ofI", as desireds

7.2 PROOF OF THEOREM 5.1

Theorem 5.1: If T is a standard normal-form game a@ds a (pure) strategy profile such that
forall i € N, s; is a correlated rationalizable strategy of playemn I, then

(i) there is a (pure) generalized Nash equilibriuth of I'*(5) such that for every player,

_ZFS = S'l

(i) for every (pure) generalized Nash equilibriuii of I'*(5), for every local strategy
for every player in 5%, the strateg;g , is correlated rationalizable for playerin I'.

Proof: LetI'™*(35) = (G, [, F) be as defined in Section 5. For part (i), consider the gezedli

strategy profiles™ where, for every playet and everyFSé € G;, i makes the same move
according to botl™* ands’. Note that, by definition of*(s), for all , € H!™ we have that
7

F(I™ h) = (I, -z)r Thus, by definition of™, for every player, s rS = g;. Itis easy to
check using the definition df*(3), thats™* is a generalized Nash equnlbrium, and that, for all
1 € N, s; is a rationalizable strategy for playgmwe leave details to the reader.

For part (ii), letD; = {§;'k,r’ : I € G;}, i.e.,D; consists of the strategies in the underlying
gamel’ corresponding to some local strategy of plazyietrF*(*) We claim thaD; C B(D_;).
To see this, IeE*F, be any local strategy for playeérin s*. Sinces™ is a generalized Nash

equilibrium,s¥ T is a best response to the local strategies used by othergiay¥. Note that,
by definition ofDZ, for every other playej # 1, there is a strategy, v € D corresponding
to the local strategy; v player; follows in gamel”. Since, by definition ot“*(é‘) in game

I'" nature makes an initial choice and then a copy ¢ played, and all players butknow
the move made by nature, this initial move by nature can be ase distribution over the
local strategies used by the other players in the differeptes of[" contained inl”. Thus, it
is easy to see that the strategy corresponding t“’zr/ isin B(D_;). Finally, sinces* T is
an arbitrary local strategy of playéin 5*, it follows thatD; C B(D_;). By the deflnltlon of
correlated rationalizable strategies it follows thatC S;. Thus, for playei in I'(s) and every

local strategys;.k . for7in s, r' is correlated rationalizable for playem I', as desiredi
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