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Example: Spam Filtering

• Instance Space X:
– Feature vector of word occurrences => binary 

features
– N features (N typically > 50000)

• Target Concept c:
– Spam (-1) / Ham (+1)



Linear Classification Rules
• Hypotheses of the form

– unbiased: ℎ𝑤𝑤 �⃗�𝑥 = �+1
−1

𝑤𝑤 ⋅ �⃗�𝑥 > 0
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

– biased: ℎ𝑤𝑤,𝑏𝑏 �⃗�𝑥 = �+1
−1

𝑤𝑤 ⋅ �⃗�𝑥 + 𝑏𝑏 > 0
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

– Parameter vector 𝑤𝑤, scalar b
• Hypothesis space H

– 𝐻𝐻𝑢𝑢𝑢𝑢𝑏𝑏𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 = { ℎ𝑤𝑤: 𝑤𝑤 ∈ ℜ𝑁𝑁 }
– 𝐻𝐻𝑏𝑏𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 = ℎ𝑤𝑤,𝑏𝑏: 𝑤𝑤 ∈ ℜ𝑁𝑁, 𝑏𝑏 ∈ ℜ

• Notation

– Defining: 𝑒𝑒𝑠𝑠𝑠𝑠𝑠𝑠 𝑎𝑎 = �+1 𝑎𝑎 > 0
−1 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

– ℎ𝑤𝑤 �⃗�𝑥 = 𝑒𝑒𝑠𝑠𝑠𝑠𝑠𝑠(𝑤𝑤 ⋅ �⃗�𝑥)
– ℎ𝑤𝑤,𝑏𝑏 �⃗�𝑥 = 𝑒𝑒𝑠𝑠𝑠𝑠𝑠𝑠(𝑤𝑤 ⋅ �⃗�𝑥 + b)



Rosenblatt’s Perceptron

https://en.wikipedia.org/wiki/Perceptron



(Batch) Perceptron Algorithm

Training Data:



Example: Reuters Text Classification

“optimal hyperplane”



Online Learning Model

• Initialize hypothesis ℎ ∈ 𝐻𝐻
• FOR i FROM 1 TO infinity

– Receive 𝑥𝑥𝑢𝑢
– Make prediction �𝑦𝑦𝑢𝑢 = ℎ(𝑥𝑥𝑢𝑢)
– Receive true label 𝑦𝑦𝑢𝑢
– Record if prediction was correct (e.g., �𝑦𝑦𝑢𝑢 = 𝑦𝑦𝑢𝑢)
– Update ℎ

 Goal: minimize number of mistakes.



(Online) Perceptron Algorithm



Perceptron Mistake Bound

Theorem: For any sequence of training examples 𝑆𝑆 =
( �⃗�𝑥1,𝑦𝑦1 , … , (�⃗�𝑥𝑢𝑢,𝑦𝑦𝑢𝑢) with 

𝑅𝑅 = max �⃗�𝑥𝑢𝑢 , 
if there exists a weight vector 𝑤𝑤𝑜𝑜𝑜𝑜𝑜𝑜 with 𝑤𝑤𝑜𝑜𝑜𝑜𝑜𝑜 = 1
and 

𝑦𝑦𝑢𝑢 𝑤𝑤𝑜𝑜𝑜𝑜𝑜𝑜 ⋅ �⃗�𝑥𝑢𝑢 ≥ 𝛿𝛿 > 0
for all 1 ≤ 𝑠𝑠 ≤ 𝑠𝑠, then the Perceptron makes at most 

𝑅𝑅2

𝛿𝛿2

mistakes. 



Margin of a Linear Classifier
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