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Example: Spam Filtering

* |nstance Space X:

— Feature vector of word occurrences => binary
features

— N features (N typically > 50000)

* Target Concept c:
— Spam (-1) / Ham (+1)



Linear Classification Rules

* Hypotheses of the form

— unbiased: hyp(X) = {ii w -ealcse> 0
+1 wW-Xx+b>0

— biased: hy; ,(X) = {_1 else

— Parameter vector w, scalar b
* Hypothesis space H

— Hynbiasea = { hw: W E mN}

— Hpigsea = { hwwp: WE RN, b ER}
* Notation

+1 a>0

— Defining: sign(a) = {_1 else
— hyp(%) = sign(Ww - X)

— hyp(X) = sign(W - X + b)



Rosenblatt’s Perceptron




(Batch) Perceptron Algorithm

Training Data:
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Example: Reuters Text Classification

"perceptron_iter_trainerror.dat”" ——

hard_margin_svm_testerror.dat .-..-..
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Online Learning Model

* |nitialize hypothesis h € H

* FOR i FROM 1 TO infinity

— Receive x;

— Make prediction ¥; = h(x;)

— Receive true label y;

— Record if prediction was correct (e.g., ¥; = y;)
— Update h

— Goal: minimize number of mistakes.



(Online) Perceptron Algorithm




Perceptron Mistake Bound

Thgorem: For any sequence of training examples S =
((x1; yl)) bl (Xn, Yn) with

R = max|[x;]|,

if there exists a weight vector Wy, with |[Wo, || = 1
and

4 (Wopt . fl) = o >0

forall 1 < i < n, then the Perceptron makes at most
RZ
52

mistakes.



Margin of a Linear Classifier




	Linear Classifiers and Perceptron
	Example: Spam Filtering
	Linear Classification Rules
	Rosenblatt’s Perceptron
	(Batch) Perceptron Algorithm
	Example: Reuters Text Classification
	Online Learning Model
	(Online) Perceptron Algorithm
	Perceptron Mistake Bound
	Margin of a Linear Classifier

