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Abstract

This paper presents a new method for computing global il-
lumination in scenes with participating media. The method
is based on bidirectional Monte Carlo ray tracing and uses
photon maps to increase efficiency and reduce noise. We re-
move previous restrictions limiting the photon map method
to surfaces by introducing a volume photon map contain-
ing photons in participating media. We also derive a new
radiance estimate for photons in the volume photon map.
The method is fast and simple, but also general enough to
handle nonhomogeneous media and anisotropic scattering.
It can efficiently simulate effects such as multiple volume
scattering, color bleeding between volumes and surfaces, and
volume caustics (light reflected from or transmitted through
specular surfaces and then scattered by a medium). The
photon map is decoupled from the geometric representa-
tion of the scene, making the method capable of simulat-
ing global illumination in scenes containing complex objects.
These objects do not need to be tessellated; they can be in-
stanced, or even represented by an implicit function. Since
the method is based on a bidirectional simulation, it au-
tomatically adapts to illumination and view. Furthermore,
because the use of photon maps reduces noise and aliasing,
the method is suitable for rendering of animations.
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Modeling]: Types of Simulation — Monte Carlo.

Additional keywords: participating media, light trans-
port, global illumination, multiple scattering, volume caus-
tics, nonhomogeneous media, anisotropic scattering, render-
ing, photo-realism, photon tracing, photon map, ray march-
ing.

∗mental images GmbH & Co. KG, Fasanenstraße 81, D-10623
Berlin, Germany. E-mail: {henrik,per}@mental.com.

1 Introduction

A physically correct simulation of light transport in partici-
pating media is necessary to render realistic images of fog,
clouds, dusty air, smoke, fire, silty water, etc. Such images
are important for applications dealing with the visibility of
objects (for example road signs in fog or fire exit signs in
smoke-filled rooms), for visualization of underwater scenes,
and for high-quality visual special effects. See [30] for a more
detailed discussion of the application areas.

The first methods taking participating media into ac-
count only considered direct illumination (single scatter-
ing) [5, 17, 21]. This approximation is applicable to opti-
cally thin media such as the atmosphere (where secondary
scattering is less important), but fails to capture important
effects in optically thick media such as clouds. Single scat-
tering in water has been simulated in [38] where refracted
light from a water surface is approximated using polygonal
illumination volumes.

Multiple scattering has been simulated with finite ele-
ment, point collocation, and Monte Carlo methods.

Finite element methods divide participating media into
discrete volume elements and simulate the exchange of light
between these volume elements. Point collocation methods
choose a set of points in the volume and compute the illumi-
nation at these points. Isotropic scattering can be simulated
by representing the radiance from each volume element or
point by one value [29, 31]. To simulate anisotropic scat-
tering, directional distributions are needed at each volume
element or point. Some methods use spherical harmonics
[3, 16, 33], while others divide the sphere of directions into a
finite number of solid angles [20, 22, 25]. Finite element and
point collocation methods are most useful when simulating
softly illuminated isotropic media. The simulation of sharp
illumination edges requires many volume elements, and di-
rectional distributions require complex representations of the
illumination. In both cases a huge amount of memory is re-
quired.

Monte Carlo methods are more versatile and require less
memory. However, pure Monte Carlo path tracing (includ-
ing bidirectional path tracing) uses significant amounts of
computation time to render images without noise, particu-
larly in the presence of participating media [19]. One way to
speed up rendering is to use particle tracing combined with
a discretization of the scene and the volume for representing
the illumination [26]. However, this imposes the same lim-
itations on the algorithm as is the case with finite element
methods.

A hybrid method [29] uses a finite element preprocess to
increase the efficiency of Monte Carlo rendering. This makes
the method less general than pure Monte Carlo techniques
and imposes limitations on the supported types of scattering.
The finite element preprocess increases memory usage and
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makes it necessary to discretize the volumes. Even though
this is more efficient than pure Monte Carlo rendering, it still
uses considerable amounts of computation time to render
images without noise.

A detailed overview of previous solution methods and ad-
ditional references can be found in [27]. None of the existing
methods can efficiently simulate effects such as volume caus-
tics where light is focused in a medium. Furthermore, all of
the methods except the Monte Carlo path tracing methods
are based on a tight coupling of geometry and volumes with
the simulation of light transport. This makes them unsuit-
able for complex scenes.

In this paper we present an extension of the photon map
method for global illumination [13, 14] to scenes with par-
ticipating media. We introduce a volume photon map con-
taining photons (particles with energy) within participating
media and derive a formula for estimating radiance in a par-
ticipating medium based on these photons. We also present
techniques for using this radiance estimate to efficiently ren-
der effects such as multiple volume scattering, color bleeding
between surfaces and volumes, and volume caustics. Volume
caustics are formed when light reflected from or transmitted
through specular surfaces is scattered in a medium. An ex-
ample of volume caustics is the beams of light in a silty un-
derwater environment [7]. The use of photons makes it easy
to simulate homogeneous as well as nonhomogeneous media,
and the fact that we include the incoming direction with each
photon allows us to directly render media with anisotropic
scattering. The photon map is decoupled from the geometry
and the volumes, and it is capable of handling any type of
representation that can be ray traced. This makes it possi-
ble to render for example an implicit function representing a
cloud without using any geometry. Another notable aspect
of the method is the automatic adaptation to illumination
and view: photons are only stored in the illuminated parts
of the scene and photon map lookups are only done where
required for rendering. The photon map approach provides
the same flexibility as pure Monte Carlo path tracing, but
is significantly more efficient. It has very little noise and
aliasing, making it suitable for rendering animations with
participating media.

The remainder of the paper is organized as follows: In sec-
tion 2, we give an overview of light transport in participating
media. The photon map method for surfaces is summarized
in section 3, and in section 4 we describe our new extension
for handling participating media. In section 5, we present
our results, and in section 6 we discuss the method and ideas
for future work. Lastly, in section 7 we close with a conclu-
sion.

2 Light transport in participating media

Light transported through a participating medium is af-
fected by emission, in-scattering, absorption, and out-
scattering [32]. Taking these four terms into account, the
change in (field) radiance L at a point x in direction ~ω is

∂L(x, ~ω)

∂x
= α(x)Le(x, ~ω) + σ(x)Li(x, ~ω)

− α(x)L(x, ~ω)− σ(x)L(x, ~ω) , (1)

where Le is the emitted radiance, Li is the in-scattered radi-
ance, α is the absorption coefficient, and σ is the scattering
coefficient. This equation holds for each wavelength sepa-
rately, but we will ignore wavelength here. If the scatter-
ing and absorption coefficients are constant throughout the
medium, we call the medium homogeneous or uniform.

The last two terms of equation (1), for absorption and
out-scattering, can be combined to an extinction term
κ(x)L(x, ~ω), where the extinction coefficient κ is defined as

κ(x) = α(x) + σ(x) . (2)

The in-scattered radiance Li depends on radiance L from
all directions ~ω′ over the sphere Ω. The in-scattered radiance
is

Li(x, ~ω) =

∫
Ω

f(x, ~ω′, ~ω)L(x, ~ω′) dω′ . (3)

While the scattering coefficient σ determines how much of
the incident light is scattered at point x, the normalized
phase function f determines how much of the scattered light
at x is scattered in direction ~ω. The product σ(x) f(x, ~ω′, ~ω)
expresses the fraction of the differential irradiance from di-
rection ~ω′ to point x that is scattered (as radiance) in di-
rection ~ω. The normalized phase function integrates to 1
over the sphere. If the phase function is constant (1/4π),
we call the scattering isotropic or diffuse; if not, we call the
scattering anisotropic or directional.

Inserting equations (2) and (3) into equation (1) we get
the integro-differential equation

∂L(x, ~ω)

∂x
= α(x)Le(x, ~ω)

+ σ(x)

∫
Ω

f(x, ~ω′, ~ω)L(x, ~ω′) dω′

− κ(x)L(x, ~ω) .

Integrating both sides of the equation along a straight path
from x0 to x (in direction ~ω) gives the following integral
equation [32]:

L(x, ~ω) =

∫ x

x0

τ (x′, x)α(x′)Le(x
′, ~ω) dx′

+

∫ x

x0

τ (x′, x)σ(x′)

∫
Ω

f(x′, ~ω′, ~ω)L(x′, ~ω′) dω′ dx′

+ τ (x0, x)L(x0, ~ω) , (4)

where τ (x′, x) is the transmittance along the line segment
from x′ to x,

τ (x′, x) = e
−
∫
x

x′
κ(ξ) dξ

,

and similar for τ (x0, x).
Equation (4) can be simplified if the medium is homo-

geneous or the scattering is isotropic, but not in the general
case which we consider here.

3 The photon map method for surfaces

The photon map method was originally developed for global
illumination simulation in scenes without participating me-
dia [13]. It is a two-pass method where the first pass is the
construction of two view-independent photon maps and the
second pass is optimized rendering using these photon maps.

The photon maps are generated by emitting photons from
the light sources and tracing these through the scene using
photon tracing. Every time a photon hits a nonspecular
surface it is stored in the photon map(s). The result is a
large number of photons distributed on the surfaces within
the scene.



The first photon map is a high quality caustics photon
map which consists of all photons that have been traced from
the light source through a number of specular reflections or
transmissions before intersecting a diffuse surface. This path
can be expressed as LS+D using the notation introduced
in [12]. The second photon map is a global photon map
which is less accurate than the caustics photon map. It
contains all photons representing indirect illumination on a
nonspecular surface, L(S|D)+D.

A key aspect of the method is the use of a balanced kd-
tree [2, 15] to efficiently and compactly handle these photons.
This structure makes it possible to represent each photon
using only 20 bytes [13].

The rendering pass is a distribution ray tracer optimized
in several ways using the two photon maps. The caustics
photon map is used to render caustics directly. This is a
significant optimization since caustics are nearly impossible
to compute using ray tracing from the eye [37]. The global
photon map is used to limit the number of reflections traced
by the distribution ray tracer and to sample indirect illumi-
nation more efficiently.

The photon map can be used to estimate radiance at any
given surface position x using the information about the flux
∆Φp carried by each photon p in direction ~ω′p. By locating
the n photons with the shortest distance to x it is possible to
estimate the photon density around x. The estimate of the
reflected radiance from a surface is then computed as [13]

Lr(x, ~ω) ≈

n∑
p=1

fr(x, ~ω
′
p, ~ω)

∆Φp(x, ~ω
′
p)

πr2
, (5)

where fr is the bidirectional reflectance distribution function
and r is the distance to the nth nearest photon. This ap-
proach can be seen as expanding a sphere centered at x until
it contains n photons. Then r is the radius of the sphere and
the denominator in the formula is the projected area of this
sphere as illustrated in figure 1(a).

The photon map method has the full flexibility of bidi-
rectional Monte Carlo path tracing [18, 34]: all possible
light paths can be simulated, including caustics. Tessellat-
ing the geometry is not necessary, and the aliasing problems
in methods using texture maps [1, 12] or simple geometric
primitives [36] to represent the illumination are significantly
reduced. Furthermore, since the photon map radiance es-
timate is inherently a low-pass filter, the high-frequency,
grainy noise present in pure Monte Carlo methods disap-
pears. At the same time, the Monte Carlo method’s ability
to compute precise illumination details is maintained since
the photon density is high where the illumination is intense.
The photon map radiance estimate is valid as long as the sur-
face is locally flat, and the estimate converges to the correct
value as more photons are used.

The Metropolis light transport algorithm [35], a recent im-
provement over bidirectional path tracing, focuses its com-
putations on the light paths that contribute most to the
rendered image. This gives improved performance for scenes
containing for example underwater caustics seen through a
wavy water surface. The photon map method also handles
such scenes efficiently: in the first pass, photons are refracted
by the water surface, hit the diffuse pool bottom, and are
stored in the caustics photon map; in the second pass, rays
from the eye are refracted to the appropriate position on the
pool bottom, and photon map lookups return the intensities
of the caustics. For soft indirect illumination, the Metropo-
lis algorithm tends to use the same amount of computation
time as brute force bidirectional Monte Carlo path tracing.

The illumination in participating media is mostly soft due
to the continuous scattering taking place everywhere in the
medium. This makes a possible extension of the Metropolis
algorithm less attractive for this application.

4 Extending the photon map to partici-
pating media

Simulating light transport in participating media requires
extension of several aspects of the photon map method. Pho-
tons can be scattered and absorbed by the media. To effi-
ciently render the medium, it is necessary to store informa-
tion about these scattering events. For this purpose several
strategies have been considered.

4.1 Algorithmic considerations

One might consider discretizing the media into a finite set of
volume elements for which the volume radiance is computed.
This strategy would, however, result in unnecessary restric-
tions and aliasing problems. Another alternative would be
to store photons on the surfaces of the media. In this way,
the surface radiance estimate in equation (5) could be used
to extract information about the radiance leaving or entering
a medium. The drawback of this approach is that it would
fail to efficiently capture illumination details such as volume
caustics inside the medium. Also, it would not work in situ-
ations where the viewpoint is within the medium. A better
strategy is to store the photons explicitly in the volume.
Since the photon map is based on a three-dimensional data
structure, this can be done without changing the underlying
algorithms. Storing the photons explicitly in the volume has
several advantages: the photons can be concentrated where
necessary to represent intense illumination, the media do not
have to be discretized (it is possible to directly render im-
plicitly defined volumes), and anisotropic scattering can be
handled by storing the incoming direction of each photon.

The photons in volumes and on surfaces must be separated
when the photon map is queried for information about the
incoming flux. This is necessary because the relationship
between the density of the photons and the illumination is
different on surfaces and in volumes (as described in sec-
tion 4.3). The separation of the two types of photons could
be done by tagging the volume photons and storing them
in the global photon map. This would, however, result in
more computationally expensive lookups due to the larger
size of the kd-tree and the need to separate the photons.
Instead we introduce a separate volume photon map for the
photons that are scattered in participating media. The vol-
ume photon map is used to compute the illumination inside
a participating medium, and the global photon map is used
— as before — to compute the illumination on surfaces.

The direct illumination of participating media is easy to
compute using traditional ray tracing techniques. Therefore
we only use the photon map to represent indirect illumina-
tion. That is, we only store photons that have been reflected
or transmitted by surfaces before interacting with the me-
dia, and photons that have been scattered at least once in
the media. This is a tradeoff between memory and speed
since the photon map is perfectly capable of computing the
direct illumination at the expense of using more photons to
obtain the desired accuracy.



4.2 Photon tracing

In the first pass, the photon maps are built using photon
tracing. A photon traced within a participating medium
can either pass unaffected through the medium, or it can
interact with it (be scattered or absorbed). If the photon in-
teracts with the medium, and does not come directly from a
light source, it is stored in the photon map. The cumulative
probability density function, F (x), expressing the probabil-
ity of a photon interacting with a participating medium at
position x is

F (x) = 1− τ (xs, x) = 1− e
−
∫
x

xs
κ(ξ) dξ

,

where xs is the point at which the photon enters the medium.
The transmittance τ (xs, x) is computed using ray marching.

If a photon interacts with the medium, Russian roulette
decides whether the photon is scattered or absorbed. The
probability of a photon being scattered is given by the scat-
tering albedo σ(x)/κ(x). The new direction of a scattered
photon is chosen using importance sampling based on the
phase function at x.

4.3 Estimating radiance

The photons stored in a volume photon map can be used to
compute an estimate of the in-scattered radiance Li(x, ~ω).
This illumination is determined by the photons closest to x,
as is the case with the technique used for surfaces. However,
we cannot directly use the radiance estimate for surfaces
since it is based on the definition of radiance for surfaces.
Instead, we can utilize the relationship between scattered
flux Φ and radiance L in a participating medium [32],

L(x, ~ω) =
d2Φ(x, ~ω)

σ(x)dω dV
.

By combining this relation with equation (3) we get

Li(x, ~ω) =

∫
Ω

f(x, ~ω′, ~ω)L(x, ~ω′) dω′

=

∫
Ω

f(x, ~ω′, ~ω)
d2Φ(x, ~ω′)

σ(x) dω′ dV
dω′

=
1

σ(x)

∫
Ω

f(x, ~ω′, ~ω)
d2Φ(x, ~ω′)

dV

≈
1

σ(x)

n∑
p=1

f(x, ~ω′p, ~ω)
∆Φp(x, ~ω

′
p)

4
3πr

3
, (6)

where Φ is the in-scattered flux and dV is the differential
volume containing the photons. This differential volume is
approximated by 4

3πr
3, corresponding to the smallest sphere

containing the n nearest photons (this is effectively a nth
nearest neighbor density estimate). Notice the relationship
between this formula and formula (5) for estimating radiance
on surfaces. The main difference is that the density on a
surface is computed using the projected area, whereas the
density in a medium is computed using the full volume —
as shown in figure 1.

Using formula (6) we can compute a radiance estimate
at any given point inside a participating medium. Since
we know the incoming direction ~ω′p of each photon, we can
handle anisotropic phase functions as well as isotropic phase
functions.
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Figure 1: Radiance estimate for (a) surfaces and (b) vol-
umes.

As already mentioned, we split the computation of in-
scattered radiance into two parts: direct Li,d and indi-
rect Li,i. The direct part Li,d is computed by sampling of
the light sources using ray marching. The indirect part Li,i
is estimated using the volume radiance estimate from equa-
tion (6),

Li,i(x, ~ω) ≈
1

σ(x)

n∑
p=1

f(x, ~ω′p, ~ω)
∆Φp,i(x, ~ω

′
p)

4
3πr

3
,

where ∆Φp,i is the flux carried by the photons that corre-
spond to the indirect illumination.

Since we store and use all photons that interact with a
medium (even photons that are subsequently absorbed), Li,i
has to be multiplied by the scattering albedo σ(x)/κ(x).
This leads to the following formula for computing the in-
scattered radiance:

Li(x, ~ω) = Li,d(x, ~ω) +
σ(x)

κ(x)
Li,i(x, ~ω) .

4.4 Rendering

In the second pass, the image is rendered using the photon
maps. We render the surfaces in the scene using the same
approach as described in [13]. To incorporate participating
media into this method we need to consider those rays that
pass through a medium.

The radiance of a ray traversing a participating medium
is computed with an adaptive ray marching algorithm [9]
that iteratively computes radiance at points along the ray.
In each step, the radiance from the previous point is atten-
uated and the contribution from emission and in-scattering
within the step is added, corresponding to equation (4). The
emitted and in-scattered radiance is approximated as being
constant within each step. With this approximation, the ra-
diance at points xk along a ray in direction ~ω is computed
iteratively as

L(xk, ~ω) = α(xk)Le(xk, ~ω) ∆xk

+ σ(xk)Li(xk, ~ω) ∆xk

+ e−κ(xk) ∆xk L(xk−1, ~ω) ,

where ∆xk = |xk−xk−1| is the step size and x0 is the nearest
intersection point of the ray with a surface (or the back side
of the volume).

The step size is recursively halved if the currently com-
puted radiance differs too much from the radiance in the
previous point. This adaptation to illumination makes the
ray marcher capable of rendering media efficiently while still
capturing small illumination details. The size of each step is
also varied using jittering to eliminate the aliasing problems
that can occur with a fixed step size.



5 Results

We have implemented the presented method as a part of
mental ray, a commercial rendering program that supports
parallel ray tracing and has a flexible shader interface [6].
We use a parallelized photon map algorithm as described
in [14], where one photon map is shared between all proces-
sors. The implementation supports nonhomogeneous media
and anisotropic scattering. We use Schlick’s two-lobed phase
function [4] to approximate Mie scattering [23]. Other phase
functions such as the Rayleigh or Henyey-Greenstein phase
functions [10] could be used as well. We have not imple-
mented emitting media, but this could easily be added.

The images in figures 2–5 have been rendered on an HP
S-class computer with sixteen 180 MHz PA-8000 processors,
while the images in figures 6–8 have been rendered on an SGI
Origin 2000 computer with sixteen 195 MHz MIPS R10000
processors. Each image is 1024 pixels wide and rendered
using up to 16 samples per pixel.

Figure 2 shows a volume caustic created as light is fo-
cused by a glass sphere in an isotropic (diffuse) homogeneous
medium. The light is emitted from a point light source (a big
bright halo around the light source is visible in the upper
left corner of the image). The volume photon map contains
100,000 photons, and 500 photons were used in the radiance
estimate. Building the volume photon map took 5 seconds,
and rendering the image took 41 seconds.

Figure 2: A volume caustic.

Figure 3 illustrates the effect of multiple scattering in
a nonhomogeneous, anisotropic medium. The cloud is
modeled using an implicitly defined function consisting of
10 blobs combined with turbulent noise [8]. The anisotropic
scattering is modeled using an approximation of hazy Mie
scattering. In figure 3(a) only single scattering has been
simulated (no photons), whereas figure 3(b) demonstrates
multiple scattering (using just 10,000 photons in the photon
map and 60 photons in the radiance estimate). Despite the
low number of photons, the cloud in 3(b) is brighter and
looks more realistic. Figure 3(a) took 61 seconds to render.
The photon map for image 3(b) was generated in 8 seconds
and the image was rendered in 92 seconds.

Our next test case, a variation of the “Cornell box”, is

(a)

(b)

Figure 3: The cloud is an anisotropic, nonhomogeneous par-
ticipating medium: (a) direct illumination (single scatter-
ing), (b) global illumination (multiple scattering).

shown in figure 4. The box has diffuse reflection on the
walls, floor, and ceiling. It contains a glass sphere, a mirror
sphere, and a participating medium. To make it easier to see
the participating medium, the box has no front or back wall.
The geometry is represented using approximately 25,000 tri-
angles, and the scene is illuminated by a square-shaped area
light source.

Figure 4(a) shows direct illumination on surfaces and in
the volume (an isotropic, homogeneous medium). It took
1 minute 49 seconds to render this image. Because of the
area light source, the shadow of the sphere is sharp close to
the sphere and gets blurry further away.

Figure 4(b) has full global illumination on the surfaces and
in the isotropic, homogeneous participating medium. Notice
that the caustic created by the glass sphere becomes visible
in the fog, that the halo around the light source gets slightly
bigger because of multiple volume scattering, and that the
fog gets red and blue tints near the colored walls of the box.
The volume caustic under the glass sphere is wider than in
figure 2 since the light source is an area light source. The
image was computed using a total of 200,000 photons in the
photon maps, out of which 65,000 were in the volume photon
map. The radiance estimate in the volume used 100 photons.
It took 4 seconds to generate the photon maps, and 3 min-
utes 32 seconds to render the image.

In figure 4(c) the medium has anisotropic scattering. The
scattering is mainly forward; it is modeled using Schlick’s
scattering model with a single lobe of eccentricity k = 0.8.
As a result of the forward scattering, the halo around the
light source changes shape. Also, the volume caustic gets
dimmer since most of the light in it gets scattered in a di-
rection perpendicular to the eye. Photon map building took
4 seconds and rendering took 4 minutes 3 seconds.



(a) (b)

(c) (d)

Figure 4: “Cornell boxes”: (a) direct illumination; isotropic, homogeneous medium. (b) global illumination; isotropic, homoge-
neous medium. (c) global illumination; anisotropic, homogeneous medium. (d) global illumination; isotropic, nonhomogeneous
medium.

In figure 4(d) the participating medium is nonhomo-
geneous. A 3D turbulence function [28] was used to model
the spatial variation of scattering and extinction coefficients.
Generating the photon maps with 200,000 photons took
6 seconds, and rendering took 7 minutes 54 seconds. The ra-
diance estimate in the volume used 50 photons. The higher
rendering time is caused by the evaluation of the turbulence
function and the fine illumination details which must be re-
solved by the ray marcher.

Figure 5 shows scattering of sunlight shining through a
stained glass window into a dusty room. Some of the photons
that pass through the stained glass window are scattered by
the dust in the air (using Schlick’s approximation of murky

Mie scattering). This is particularly visible near the cognac
glass on the table top. An important optimization in this
scene is that the bright beam of light shining through the
window is rendered as direct illumination. This is a rea-
sonable approximation considering the fact that the window
glass is thin. The optimization allows the scattering effects
in the dusty air to be represented using just 80,000 photons.
The illumination of the surfaces in the room is represented
using 220,000 photons. The walls, the floor and the ceil-
ing are all displacement mapped and the geometry is ap-
proximated using 2.3 million triangles. The photon maps
were generated in 27 seconds and the image was rendered in
5 minutes 27 seconds.



Figure 6: Caustics in a swimming pool seen through a wavy water surface.

Figure 5: Dusty room illuminated by sunlight through a
stained glass window.

Figure 6 illustrates a swimming pool with caustics cre-
ated as light is focused by a wavy water surface. In this
scene, the photon maps are used only to simulate the caus-
tics (including volume caustics) resulting from the water in
the swimming pool. This is achieved by ignoring all pho-
tons which have not intersected the water surface upon the
interaction with a diffuse surface. The water surface is dis-
placement mapped and the scene is represented using a to-
tal of 2.0 million triangles. Since the water is clear and
its extinction coefficient is low, few photons interact with
the water before hitting the pool bottom. Therefore only

25,000 photons are stored in the volume photon map. The
caustics photon map representing the caustics on the pool
bottom and sides contains 475,000 photons. The caustics in
the pool are crisp even through the number of photons in
the caustics photon map is less than the number of pixels in
the image. This is possible since the photons inherently are
concentrated where light is focused and intense. The photon
maps for this scene were generated in 19 seconds and ren-
dering with a lens simulation to achieve depth-of-field took
1 minute 56 seconds.

Figure 7 shows a simulation of surface and volume caus-
tics in an an underwater scene. The scene is modeled using
1.5 million triangles — these triangles are used primarily
for the plants, the pufferfish and the displacement mapped
water and sand surfaces. The scene also contains reaction-
diffusion textures on the humphead wrasse and glossy reflec-
tion on the lowrider crab. The water is modeled as a par-
ticipating medium to capture the effect of silt particles and
plankton, and has highly directional forward scattering. To
simulate the caustics and the beams of light in the water, we
used 3.0 million photons of which 2.0 million were used in the
volume photon map. In order to get sufficiently many pho-
tons in the volume photon map, we artificially increased the
probability of a photon interacting with the medium (similar
to the forced interaction technique used in [26]). This tech-
nique can be used to increase the density of photons in the
parts of the scene where they contribute most to the overall
quality of the illumination representation. The photon maps
were generated in 4 minutes 20 seconds and the image was
rendered in 24 minutes.

The two images in figure 8 illustrate another simulation
of volume caustics in an underwater environment. The two
images are from an animation sequence demonstrating gen-
tly moving volume caustics. The volume caustics are seen
as bright beams of light formed as sunlight is focused due
to refraction by the water surface. This particular view of
the sun is often seen in pictures of underwater environments;



Figure 7: Underwater scene with volume caustics.

striking examples can be found in [7]. We used 3.0 million
photons in the volume photon map for both pictures and a
few thousand photons in the caustic photon map to repre-
sent the caustics on the fish. For the image in figure 8(a),
the photon maps were constructed in 28 seconds and the
rendering time was 31 minutes. The image in figure 8(b) re-
quired 37 seconds for construction of the photon maps and
the rendering time was 32 minutes. The longer rendering
time for these images are caused by the fact that the ray
marcher must perform a very dense sampling of the medium
to adequately capture the crisp beams of light.

The underwater scene in figure 7 was the most memory
consuming scene that we rendered (mainly due to the geom-
etry and textures). For the simulation on sixteen processors
it reached a maximum resident memory size of 660 MB. By
contrast the cloud used 7 MB on one processor of which
4 MB was used for the frame-buffer.

We have tested the method presented here with
both Monte Carlo and strictly deterministic quasi-Monte
Carlo [24] techniques. In our experience, quasi-Monte Carlo
sampling outperforms classical Monte Carlo sampling by dis-
tributing the photons more evenly. This leads to an im-
proved photon map radiance estimate with less noise.

We have measured the speedups of the parallel implemen-
tation, and for our scenes we achieved speedups between 14.1
and 15.2 on the HP, and speedups between 12.0 and 14.2 on
the SGI.

6 Discussion and future work

As our results indicate, the extension of the photon map
method to scenes with participating media works very well.
The storing of photons in volumes provides a flexible frame-
work and enables this method to simulate complicated me-
dia. Our test scenes demonstrate that, in some cases, even a
low number of photons in the volume photon map can give
very good results. If the lighting situation is more complex,
a higher number of photons is required. For the underwa-
ter scenes, which contain multiple volume caustics and have
large extents, we had to use up to 3.0 million photons in
the volume photon map in order to adequately capture the
volume caustics. Fortunately, the use of a balanced kd-tree
provides an efficient and compact way of handling such a
large number of photons.

The radiance estimate for participating media works sur-
prisingly well even with a low number of photons. We com-
pute multiple estimates along each ray traced through a
medium, which gives good results using only 50–100 pho-
tons per estimate. We found that the combination of ray
traced direct illumination and photon map based indirect
illumination gives good results. We avoid the costly use of a
distribution ray tracer (ie., a final gathering step) to compute
the directly visible in-scattered radiance in the participating
media. One potential problem with this approach is that the
radiance estimate can be incorrect close to the boundary of



(a) (b)

Figure 8: Underwater sunbeams.

a volume if there are too few photons in the photon map.
In this situation, the sphere containing the nearest volume
photons extends outside of the medium. The volume is still
computed as the full sphere and the estimated density of the
photons will therefore be too low. Similarly, false photons
might be included in the estimate. Most of these problems
can be avoided by looking at the incoming direction of the
photons, and in our test scenes we have not experienced any
visible artifacts due to this.

The memory usage of the photon map method is very
favorable in complex scenes. We were able to render high-
quality solutions of complex scenes using less than one pho-
ton per triangle. The photon map method does not require
any additional links between geometry as in for example hi-
erarchical radiosity [11]. It does not use any more memory
than what is required for just the photons. This decoupling
from the geometry is the primary reason why it can render
very complex scenes. It also makes it possible to handle
scene geometry represented using for example instancing or
implicitly defined functions.

Although the scenes in the result section have only one
light source, it would not be a problem to simulate scenes
with many light sources. Each light source then contributes
relatively less to the illumination in the scene, and therefore
less photons should be emitted from each light source.

Even though our results are very encouraging, we believe
there is room for further improvements. In particular one
might consider the use of visual importance to guide the pho-
tons towards the parts of the scene which contribute most
to the image. This could be used to reduce the number
of photons required in for example the underwater scene.
One way of implementing this could be to use an impor-
tance map (along the lines of the photon map) which stores
importance-carrying particles emitted from the camera. Vi-
sual importance might also help address the difficult problem
of automatically determining the number of photons needed
in the photon maps to obtain an image of a given quality.

Another interesting possibility would be to implement
emitting media such as flames. For complex emitting me-
dia the sampling of the direct illumination might be too
costly. In this case, one could consider storing the photons
corresponding to the direct illumination from the media.

7 Conclusion

We have extended the photon map method to simulate
global illumination in scenes with participating media by
introducing a volume photon map in which photons repre-
senting indirect illumination are stored. Furthermore, we
have derived a new technique for estimating radiance based
on photons stored in volumes. Since the photon map is de-
tached from the geometry, the method is capable of simu-
lating global illumination in complex scenes. For the same
reason, the method can use implicit volumetric representa-
tions directly. Even though the method is simple, it provides
a general framework for simulating light transport in various
types of participating media. It can efficiently handle both
homogeneous and nonhomogeneous media with isotropic or
anisotropic scattering. The method can simulate global illu-
mination effects such as volume caustics, multiple scattering,
and color bleeding between surfaces and volumes.

The results demonstrate that the method can handle com-
plex illumination and geometry, has a low level of noise, and
is applicable to animations. While simulation of global il-
lumination in scenes with participating media is still com-
putationally expensive, it is now within reach of high-end
animation production.
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