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Online Learning Model

* [nitialize hypothesis h € H

* FOR i from 1 to infinity
— Receive x;
— Make prediction y; = h(x;)
— Receive true label y;

— Record if prediction was correct (e.g., V; = y;)
— Update h



(Online) Perceptron Algorithm




Perceptron Mistake Bound

Theore_r)n: For any S_)GC]UQHCG.Of training examples
S = ((x1; Y1), e (Xn, y‘n) with

R = max|[x;]|,

if there exists a weight vector Wy, with |[Wo, || = 1
and

Vi (V_‘;opt ) 551) =0

forall 1 < i < n, then the Perceptron makes at most
RZ
52

errors.



Margin of a Linear Classifier




