
CS474 Natural Language Processing 

§  Before… 
–  Lexical semantic resources: WordNet 
–  Word sense disambiguation 

» Dictionary-based approaches 

§  Today 
–  Word sense disambiguation 

»  Supervised machine learning methods  
»  Evaluation 
» Weakly supervised (bootstrapping) methods 



Weakly supervised approaches 
§  Problem: Supervised methods require a large sense-

tagged training set 
§  Bootstrapping approaches: Rely on a small number of 

labeled seed instances 
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Generating initial seeds 
§  Hand label a small set of examples 

–  Reasonable certainty that the seeds will be correct 
–  Can choose prototypical examples 
–  Reasonably easy to do 

§  One sense per co-occurrence constraint (Yarowsky 1995) 
–  Search for sentences containing words or phrases that are 

strongly associated with the target senses 
»  Select fish as a reliable indicator of bass1 
»  Select play as a reliable indicator of bass2 

–  Or derive the co-occurrence terms automatically from machine 
readable dictionary entries 

–  Or select seeds automatically using co-occurrence statistics (see 
Ch 6 of J&M) 



One sense per co-occurrence 



Yarowsky’s bootstrapping approach 

§  Relies on a one sense per discourse constraint: 
The sense of a target word is highly consistent 
within any given document 
–  Evaluation on ~37,000 examples 



Yarowsky’s bootstrapping approach 

To learn disambiguation rules for a polysemous word: 
 

 1. Build a classifier (e.g. decision list) by training a supervised 
learning algorithm with the seed set of labeled examples. 

 

 2. Apply the classifier to all the unlabeled examples. Find instances 
that are classified with probability >  threshold and add them to the set 
of labeled examples. 

 

 3. Optional: Use the one-sense-per-discourse constraint to augment 
the new examples. 

 

 4. Repeat until the unlabelled data is stable. 
 
96.5% accuracy on coarse binary 
sense assignment involving 12 words 



CS474 Natural Language Processing 

§  Last classes 
–  Lexical semantic resources: WordNet 
–  Word sense disambiguation 

» Dictionary-based approaches 
»  Supervised machine learning methods 

§  Today 
–  Issues for WSD evaluation 

»  SENSEVAL 
–  Weakly supervised (bootstrapping) methods 
–  Unsupervised methods 


