
N-gram models 
§  Unsmoothed n-gram models (finish slides from last class) 
§  Smoothing 

–  Add-one (Laplacian) 
–  Good-Turing 

§  Unknown words 
§  Evaluating n-gram models 
§  Combining estimators 

–  (Deleted) interpolation 
–  Backoff 



Smoothing 

§  Need better estimators than MLE for rare 
events 

§  Approach 
– Somewhat decrease the probability of 

previously seen events, so that there is a little 
bit of probability mass left over for previously 
unseen events 

» Smoothing 
» Discounting methods 



Add-one smoothing 
§  Add one to all of the counts before normalizing 

into probabilities 
§  MLE unigram probabilities 

§  Smoothed unigram probabilities 

§  Adjusted counts (unigrams) 
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Add-one smoothing: bigrams 

[example on board] 



Add-one smoothing: bigrams 
§  MLE bigram probabilities 

§  Laplacian bigram probabilities 

P(wn |wn!1) =
count(wn!1wn )
count(wn!1)

P(wn |wn!1) =
count(wn!1wn )+1
count(wn!1)+V



Add-one bigram counts 

§  Original 
counts 

§  New counts 



Add-one smoothed bigram probabilites 

§  Original 

§  Add-one smoothing 



Too much probability mass is moved! 


