CS 430 Information Discovery

Midterm Examination

Wednesday, October 23, 2002

7:30 to 9:00 p.m.

Instructions

1)  Answer all questions.

2)
Write your answers in an examination book. WRITE YOUR NETID ON THE FRONT OF EACH BOOK.

3)  This is an open book examination.  
Question 1

(a)  Define the terms recall and precision.  

(b)  D is a collection of 1,000,000 documents.  Q is a query.  When the query Q is run using Boolean retrieval, a set of 200 documents is returned.  


Suppose that, by some means, it is known that 100 of the documents in D are relevant to Q.  Of the 200 documents returned by the search, 50 are relevant.



(i)   What is the precision?


(ii)  What is the recall?

(c)   D is a collection of 1,000,000 documents.  Q is a query. When the query Q is run using ranked retrieval, a set of 500 documents is returned, ranked by the search system. 



(i)   Explain the function of a recall-precision graph in representing this data.



(ii)  In a practical experiment, how would you estimate the precision? 



(iii) In a practical experiment, how would you estimate the recall?

Question 2

(a) The aggregate term weighting is sometimes written: w = tf * idf.  Explain the purpose of  tf and of idf.

(b) 
In class, we first introduced Salton's original term weighting:

wik = fik * N / dk

Later, we discussed Sparck Jones's version of the Inverse Document Frequency:

idfi = log2 (maxn / ni) + 1

What is the relationship between these alternatives?

Notation

wik 
weight given to term k in document i
 fik 
frequency with which term k appears in document i

dk 
number of documents that contain term k

N 
number of documents in the collection

ni 
total number of occurrences of term i in the collection

maxn 
maximum frequency of any term in the collection

(c)  Consider the query:

Q: cat cat elk

and the following set of documents:

D1: bee cat dog bee cat bee fox elk

D2: bee cat dog hog hog dog ant
(i)  With no term weighting, what is the similarity between this query and each of the documents?  

(ii) Using Salton's original form of term frequency, but not weighting for inverse document frequency, what is the similarity between this query and each of the documents? 

Question 3

The following figure is taken from: Scott Deerwester, et al., "Indexing by latent semantic analysis".   

[Figure 1 from: Scott Deerwester, Susan T. Dumais, George W. Furnas, Thomas K. Landauer, Richard Harshman, "Indexing by latent semantic analysis", Journal of the American Society for Information Science, Volume 41, Issue 6, 1990.  (http://www3.interscience.wiley.com/cgi-bin/issuetoc?ID=10049584)]

It shows a two-dimension plot of 12 terms, 9 documents (labeled c1-c5 and m1-m4), and a query, q.

(a)  In this figure, the axes are labeled "Dimension 1" and "Dimension 2".  What do these dimensions represent?

(b)  Explain how this graph can be used to measure how near document c2 is to the query q.  

(c)  The dotted lines are described as, "The dotted cone represents the region whose points are within a cosine of 0.9 from the query q."   All the documents labeled c1-c5 are within this cone, but none of the documents labeled m1-m4.  What does this imply?
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