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minimizes the f-divergence among multiple distributions.
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The non-cooperative coupling of Fs and ‘D form a Multinomial Adversarial Network.

‘D attempts to identify the domain of a sample using the shared features.

Fs learns domain-invariant features by learning to stop leaking domain information to D.

Lemma 1. For any fized Fs, with either NLL or L2 loss, the optimum D* 1is:
P;(f)

D (f) =
e Z;'Vzlpj(f)

(4)
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Theorem 1. Let P = Zi]:\fl Y When D is trained to its optimality, if D adopts the NLL loss:
N
MAN Glossary e J}_zs :—rginJD:—JD* :—NlogN—I—N-JSD(Pl,PQ,...,PN):—NlogN—l—ZKL(PiHF)
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A The set of all labeled domains which have some annotated data.

Ay The set of all unlabeled domains which have no annotated data.

A The set of all domains: A = A U Ay.

X; The labeled data for domain d; € Aj..

U, The unlabeled corpus for domain d; € A.

Fs The shared feature extractor that extracts domain-invariant features.

Fq The set of domain feature extractors that extracts domain-specific features.

C The text classifier.

D The adversarial domain discriminator.

Je The cost C minimizes.

Jp The cost D minimizes.

J}?g The domain cost of F; that is anticorrelated to Jp.

Jr, The costof Fg: Jr, = Jc + AJ})S.

A A hyperparameter balancing the classification loss and the domain loss.

k A hyperparameter synchronizing the training of D and the rest of MAN.

MAN-NLL The MAN variant with the Negative Log Likelihood loss.

MAN-L2 The MAN variant with the Least Square loss.

theses indicate standard errors, calculated based on 5

where JSD(-) is the generalized Jensen-Shannon Divergence (Lin, 1991), defined as the aver-
age Kullback-Leibler divergence of each P; to the centroid P (Aslam and Paul, 2007).

Theorem 2. If D uses the L2 loss:
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where Xeyman (-[l-) is the Neyman x? divergence (Nielson and Nock, 2014).

Consequently, by the non-negativity and joint convexity of the f-divergence:

Corollary 1. The optimum of J}_-)S 1s —N log N when using NLL loss, and O for the L2 loss.
The optimum value above is achieved if and only if P, = Py = --- = Py = P for either loss.

Experiments e

Table 2: Results on unlabeled domains. Models in bold
are our models while the rest i1s taken from Zhao et al.
(2017). Highest domain performance 1s shown in bold.

Table 3: Results on the FDU-MTL dataset. Bolded models are ours, while the rest is from Liu et al. (2017). High-
est performance is each domain 1s highlighted. For our full MAN models, standard errors are shown in parenthese

and statistical significance (p < 0.01) over ASP-MTL 1s indicated by *.

runs. Bold numbers indicate the highest performance

in each domain, and * shows statistical significance
(p < 0.05) over CMSC under a one-sample T-Test.

Book | DVD | Elec. | Kit. | Avg. C - -
ook | DVD [ Blec | MDTC Experiments , Experiments on
LS 77.80 | 77.88 | 81.63 | 84.33 | 80.41 -
SVM 78.56 | 78.66 | 83.03 | 84.74 | 81.25 | Unlabeled DOmalns
LR 79.73 | 80.14 | 84.54 | 86.10 | 82.63 Amazon Dataset (Table 1) FDU-MTL Dataset (Table 3)
MLP 81.70 | 81.65 | 85.45 | 85.95 | 83.69 |
Shared Model Only v Widely adopted X Less reported results  Baselines: Multi-Source Domain Adaptation
LS 7840 | 79.76 | 84.67 | 85.73 | 82.14 | Methods
SVM 79.16 | 80.97 | 85.15 | 86.06 | 82.83 - 2000 samples/domain - ~2000 samples/domain
LR 80.05 | 81.88 | 85.19 | 86.56 | 83.42 _ _ _ _ I e Dataset: Amazon (4 domains)

MLP 82.40 | 82.15 | 85.90 | 88.20 | 84.66 - b-fold cross-validation - Pre-split train/dev/test sets 3 labeled | ) g _

MAN-L2-MLP | 82.05 | 83.45 | 86.45 | 88.85 | 85.20 . . * o labeled (source) domains
MAN-NLL-MLP | 81.85 | 83.10 | 85.75 | 89.10 | 84.95 X 4 domains v/ 16 domains | « 1 unlabeled (target) domain
_ Shared-Private Models X Preprocessed to bag-of-word features V Original texts available .

RMTL 81.33 | 82.18 | 85.49 | 87.02 | 84.01 (no raw text, no word order information) | * MAN achieves SToA performance
MTLGraph® 79.66 | 81.84 | 83.69 | 87.06 | 83.06 ?  MAN also has the potential to handle >1
CMSC-LS® | 82.10 | 82.40 | 86.12 | 87.56 | 84.55 | .

CMSC-SVM® | 82.26 | 83.48 | 86.76 | 88.20 | 85.18 unlabeled domains
CMSC-LR3 8181 1837318667 | 88.23 | 85.11 books | elec. | dvd [kitchen|apparel|camera| health | music | toys | video | baby |magaz.| softw. | sports | IMDb | MR | Avg. I
SP-MLP 82.00 | 84.05 | 86.85 | 87.30 | 85.05 Domain-Specific Models Only - -
95 46 | 9308 |8722% 8853 | 85 55+ BiLSTM 81.078.5/80.581.2|86.0186.0]78.7] 77.2 | 84.7] 83.7183.5] 915 85.7 | 84.0 | 85.0 [74.7] 82.6 | Target Domain | Book | DVD | Elec. | Kit. | Avg.
MAN-L2-SP-MLP | (16 55 | (::0.17) | (20.04) | 0.19) | 20.07) CNN 85.3 |87.8/76.3 | 84.5 | 86.3|89.0|87.5 | 81.5 | 87.0| 82.3 [82.5/ 86.8 | 87.5 | 85.3 | 83.3 |75.5| 84.3 MLP 76.5575.8884.60/ 85.45 ) 80.46
MAN-NLL.SP-MLp| 82-98%| 84.03 | 87.06 | 88.57*( 85.66* Shared Model Only I mSDA' 76.98 | 78.61| 81.98 | 84.26 | 80.46
1 , (£0.28) LEE0.10) | (£0.29) [ (£0.15) L (20.14) FS-MTL 82.5 [85.7]83.5 ] 86.0 [ 84.586.5] 88.0[ 81.2 [ 84.5 [ 83.7 [88.0] 92.5 [ 86.2 | 85.5 | 82.5 [74.7] 847 DANN" ~ |77.89)78.86| 84.91 86.3982.01
2§}V186m°“13n§01;‘;n“1 (2004) MAN-L2-CNN | 88.3 (88.3/87.8 | 88.5( 85.3 [ 90.5|90.8 | 85.3 | 89.5 | 89.0 |89.5 91.3 | 88.3 | 89.5 | 88.5 |73.8| 87.7 | MDAN (H-MAX)* | 78.45 | 77.97 | 84.83 | 85.80 | 81.76
o e(;i“_l-( 2)015 MAN-NLL-CNN | 88.0 [87.8] 87.3 | 88.5(86.3|90.8|89.8 | 84.8 | 89.3 | 89.3 |87.8/ 91.8 | 90.0 | 90.3 | 87.3 |73.5| 87.6 MDAN (S-MAX)® | 78.63 | 80.65 | 85.34 | 86.26 | 82.72
u and Huang (2015) Shared-Private Models | MAN-L2-SP-MLP |78.45|81.57(83.37|85.57 | 82.24
| ASP-MTL 84.0[86.8] 85.5]86.287.089.2]88.282.5 | 83.0] 84.5|88.2[92.2 [ 87.2 | 85.7] 85.5 |76.7] 86.1 MAN-NLL-SP-MLP|77.78 | 82.74 | 83.75 | 86.41 | 82.67
Table 1: MDTC results on the Amazon dataset. Mod- 87.6%(87.4/88.1%(89.8%| 87.6 [91.4*(89.8+85.9*(90.0*(89.5%|90.0| 92.5 |90.4*(89.0%| 86.6 [76.1|88.2* " Chen et al. (2012)
els in bold are ours while the performance of the rest is MAN-L2-SP-CNN | (0.2) |(1.0)| (0.4) | (0.4) | (0.7) | (0.4) | (0:3) | (0.1) | (0.1) | (0:2) |(0.6)] (0.5) | (0.4) | (0.4) | (0.5) |(0.5)] (0.1) | > i ot aI 2016)
: 8*|88.8|88.6%(89.9%| 87.6 | 90.7 | 89.4 |85.5*|90.4*(89.6*|90.2| 92.9 |90.9%|89.0*|87.0*|76.7|88.4* :
taken from Wu and Huang (2015). Numbers in paren- MAN-NLL-SP-CNN| 6.5 (0| t0:) | (00 | (o | 001) | o) | (00 | (0.2 | (090 [©08)] iy | 107 | 02 | 01 | (5] o | 3 Zhao et al. (2017)



