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Abstract

Model checking is a fully automatic and complete technique for verifying whether a finite state transi-

tion system satisfies a set of desired properties. It involves the process of creating a formal model for the

given system, using mechanisms such as temporal logics for specifying the desired properties succinctly,

and developing algorithms for testing if the model satisfies its specification. Tools available in the early

1980’s for performing this task used explicit representation of systems as directed, acyclic graphs. This

motivated the tools developed for finite automata on infinite words to be used for model checking. Although

helpful for understanding the problem and designing the very first algorithms, techniques based on explicit

representation became unfeasible as systems one was interested in verifying became larger.

A major breakthrough was made in the late 1980’s with the use of symbolic representations of sets of

states as Binary Decision Diagrams (BDDs). This allowed one to analyze systems much bigger than what

was possible before. Another approach that began developing in mid 1990’s was the use of well researched

propositional satisfiability (SAT) algorithms for model checking. This provided a new way of looking at the

problem and turned out to be even better than BDD based algorithms on certain domains. At around the same

time, SAT procedures also began being used for solving notoriously hard planning problems occurring in

artificial intelligence and very similar in nature to model checking. Smart encodings and stochastic strategies

allowed generalized SAT procedures to outperform traditional specialized planning systems on certain hard

domains. A final development in the late 1990’s was the creation of a simple unifying representation called

Boolean Expression Diagram (BED). With this, one is able to exploit the advantages of both BDD and SAT

based techniques depending on the domain at hand. This paper presents a summary of these approaches.
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1 Introduction

Today computers are used to perform a variety of complex and sensitive tasks such as medical instrumenta-

tion, e-commerce and air traffic control. For many of these applications, it is critical to have a high degree of

confidence in the correctness of the underlying automated procedure. As computational power increases at

an exponential rate and increasingly complex systems are created, the process of design validation becomes

harder. Methods traditionally used for this purpose include simulating the system on an abstraction thereof

and testing it on some real world examples. These methods, though still widely used in practice, suffer from

the disadvantage of being manual, incomplete and relatively ineffective in later stages of the design process

when the number of bugs has dropped down.

Formal verification presents an attractive alternative. While simulation and testing only explore some

of the possible behaviors of the system, formal verification involves exhaustively going through all possible

scenarios, looking for one where the system fails. Several approaches, manual and automated, have been

proposed for performing such complete verification. Theorem provers are based on deductive reasoning to

prove the correctness of systems starting from a set of base axioms and rules. They, however, typically

require manual intervention to guide the validation procedure in the correct direction.

A second approach to formal verification is model checking, which is the subject of this paper. It is

a technique for verifying whether a given finite state concurrent system evolving over time satisfies a set

of desired properties. Although the restriction to finitely many states rules out certain classes of systems,

model checking can be applied to several other very important ones. Two things that make this approach

interesting for practical purposes are complete automatizability and the ability to generate a counterexample

in case the given system does not satisfy the desired specification.

The process of model checking can be broken down into three major steps. First, the given finite state

system has to be modeled as a formal structure understandable by an automated verification engine. Kripke

structures are typically used for this. Second, the properties desired of the system must be specified in a

formal way. We will see how temporal logics such as CTL and LTL can be used for succinct specification of

properties of interest. Finally, the model of the system needs to be checked against the specification to see

if it satisfies the desired properties. This last step should also generate a counterexample in case the system

fails to meet the specification.

Various representations used for modeling systems and specifying properties lead to different model
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checking procedures with varying time complexity. It is natural to represent finite state systems as graphs

with nodes as states and edges as transitions. This leads to explicit state exploration procedures based on

reachability analysis. Results and algorithms from automata theory can be applied to reason about such

procedures [VW86, Pel98]. Typical implementations using this approach can handle systems with around
�����

states. However, most interesting real world systems have far too many states to be represented and

manipulated in an explicit fashion. The use of a simple data structure for Boolean functions called Binary

Decision Diagram or BDD [Bry86] as a symbolic representation of sets of states was a novel idea that gave

model checking far more credibility and hope [BCM � 92]. This new canonical representation avoids the

exponential state space blowup by dealing with sets of states in a succinct, implicit manner. Use of BDDs

took the limit of practically feasible systems up to
�����	�

states, and with further refinements and increased

computational power, now allows one to handle systems with more than
����
 �	�

states.

Like many interesting problems, model checking can also be cast as a propositional formula satisfiability

(SAT) problem. Increasingly powerful SAT solvers [MSS96, Zha97, SK93] resulted in exploration of the

use of SAT algorithms for model checking. For certain domains where intermediate or even initial BDD

representations are huge, model checking procedures based on satisfiability testing [BCCZ99] allow us to

perform verification in a reasonable time. However, for some other domains, BDD based algorithms are

still better. A natural step, then, is to try to combine the advantages of BDD and SAT based approaches. A

yet another interesting data structure called Boolean Expression Diagram or BED [AH97] provides exactly

what is needed. Clever representation and efficient manipulation algorithms for BEDs allow one to combine

the advantages of both BDD and SAT based techniques to obtain a unified procedure for model checking

[WBCG00]. This is a relatively new idea still being explored.

An area studied extensively by the artificial intelligence community and closely related to model check-

ing is planning. We briefly discuss this toward the end of the paper. Given a set of fluents or predicates that

hold at certain states and a set of actions that can be taken to transform the state, the planning problem is to

come up with a strategy (a sequence of actions) so that the system moves from any initial state to the goal

states, respecting all given mutual exclusion and other constraints. Examples of such systems appearing

frequently in literature are Blocks World, Logistics, and Rocket Controllers. Even though it was believed

that use of domain specific knowledge was essential for the construction of plan-generation systems, use of

fast SAT solvers and good encodings showed that for certain domains, general purpose satisfiability solvers
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can outperform specific planning systems [KS96, KMS96, KS99]. A crucial element for this approach is

the encoding used to convert the standard STRIPS-style [FN71] representation to SAT instances. It turns out

that performance is highly affected by the encoding used.

2 Preliminaries

The problem of model checking involves taking a finite state transition system and verifying whether it

satisfies certain desired properties. The first step in doing this is to construct a formal model for the system

of interest. Ideally, this model should capture all details that must be considered to check if the desired

properties hold, and it should also abstract away any details that are irrelevant to these properties. The

second vital component of model checking is a formalism for specifying properties that are then checked

against the model created for the system to see if the system satisfies them. This, as we will see, is typically

done using various kinds of temporal logics.

2.1 Modeling Systems

Finite state systems can often be characterized by their input-output behavior. These include many hardware

and software systems. However, there are applications that don’t necessarily have a terminal output. What

matters for them is how the system behaves over time. In many cases, the system might never terminate.

We will be concerned with such reactive systems in this paper, though it should be remembered that the

formalism described here can be used to model standard input-output systems as well.

2.1.1 Kripke Structures

A reactive system is thought of as being in a state at any instant of time. This captures values of all variables

in the system at that instant. As time progresses, the system transitions into another state as a result of some

action. An infinite sequence of such state transitions characterizes a computation of the reactive system. We

capture this intuition formally in the form of a state transition graph called a Kripke structure. Paths in this

graph model computations of the system and are checked against desired properties.

Let ��� be a set of atomic propositions. A Kripke structure � over ��� is a 4-tuple �����
	��	 � ���������
where
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1. 	 is a finite set of states,

2. 	 ��� 	 is a set of initial states,

3. � � 	�� 	 is a transition relation that is total, i.e. for every state ��� 	 , there is a state ���	� 	 such

that � �
� ��� � � , and

4. ��� 	������� is a function that labels each state with the set of atomic propositions true in that state.

A 3-tuple �
	 ��������� might sometimes be used to denote a Kripke structure when the set of initial states is

irrelevant. A path in the structure � from a state � is an infinite sequence of states � ��� � � 
 � ������� such that

� � ��� and � �
��� ����� � 
 � holds for all ��� �
.

2.1.2 Representation as a Boolean Formula

Kripke structures can be represented as Boolean formulas in a natural way. This is useful because Boolean

formulas in turn have other compact symbolic representations that make model checking algorithms effi-

cient enough to be used in practice. Given a Kripke structure � � �
	 �	 � ��������� with  	! ����#" , the

corresponding Boolean formula has �#$ state variables. The first set of $ variables (denoted %& ) represents

starting states of transitions while the second set (denoted %& � ) represents ending states. Note that any transi-

tion relation � �
� 
 ��� � � can also be thought of as a Boolean relation '� �(%& ��%& � � , where %& represents the state � 

in the first set of variables and %& � represents the state � � in the second set of variables. � is then represented

as the Boolean function )+*, which is simply the characteristic function of '� , i.e. )-*, �(%& �.%& � � � �0/21 '� �(%& �3%& � � .
The set 	 � of initial states is similarly represented by its characteristic function )5476 over variables %& . For

�8� 	������� , each 9:� ��� is represented by the characteristic function of the set of states it is true in.

2.2 Temporal Logics

We now describe a formalism for specifying interesting properties of state transition systems. Properties of

a given state can be effectively described in any standard logic that uses atomic propositions and combines

them using Boolean connectives such as conjunction, disjunction and negation. For reactive systems that

our Kripke structures represent, we are typically also interested in temporal properties. For instance, we

might want our system to never enter a certain set of bad states. Or we might require that a particular
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atomic proposition eventually becomes true. These properties are specified using temporal logics, which, in

addition to Boolean operators over atomic propositions, also support temporal operators.

2.2.1 The (Generalized) Computation Tree Logic: CTL*

CTL* [CES86] is a powerful temporal logic whose sublogics CTL and LTL are widely used to succinctly

express interesting properties of real life state transition systems. It works on computation trees which are

formed by simply starting with an initial state in a given Kripke structure as the root and unwinding the

structure into an infinite tree. Paths in this tree correspond to all possible executions starting from the initial

state.

CTL* contains the usual Boolean operators AND � , OR � and NOT � . To specify branching properties,

CTL* has two path quantifiers describing branching structure in the computation tree: � for “all computa-

tion paths” and � for “some computation path.” For example, a property expressed by the CTL* formula

��� holds at state � of the computation tree if the property expressed by � for holds along all paths starting

at � . Henceforth, we will use � to denote both the formula and the property it expresses. In addition, CTL*

has five temporal operators that describe what it means for a property to hold along a path: the next state

operator � that requires the property to hold at the second state of the path, the eventually operator � that

requires the property to hold at some state along the path, the always or globally operator 	 that asserts that

the property must hold at every state along the path, the binary until operator 
 which requires the second

property to hold at some state of the path and the first to hold at every preceding one, and the binary release

operator � that also combines two properties and asserts that the second property must hold at all states

along the path up to and including the first state where the first property holds.

Formulas in CTL* can be categorized into two types: state formulas specifying properties of a given

state (denoted here by � �� 
 �� � � ����� ) and path formulas specifying properties of a path (denoted here by

� ��� 
 ��� � � ����� � . State formulas include all atomic propositions 9 � ��� as well as formulas of the form

��� �� 
 ��� � �� 
 ��� � ���� and ��� . Path formulas include every state formula as well as formulas of the form

��� ��� 
 ��� � ��� 
 ��� � ����� ���� ��	�� ��� 
 
�� � and � 
 ��� � .

One can easily check that just like Boolean operators � and � , path operators � and � as well as tempo-

ral operators � and 	 , and 
 and � are logical duals of each other. More precisely, ������������� ��	����
������� , and � 
 ��� � ��������� 
 
���� � � . This allows us to focus only on a subset of these operators when
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designing model checking algorithms.

2.2.2 CTL and LTL: Weaker but Useful Sublogics

The power of CTL* in expressing a variety of useful properties also makes it a difficult logic to reason about

in practice. It turns out that two of its sublogics, CTL and LTL, are good enough to express many interesting

properties of real life state transition systems. Their relative simplicity lends them to better analysis and

faster model checking techniques.

Computation Tree Logic or CTL [BMP83] puts the restriction that each of the five temporal operators

� �� ��	 �
 and � be immediately preceded by a path quantifier � or � . This, for instance, rules out the

CTL* formula ��� � 	 9�� that expresses the property that along every path, there is some state from which 9
will hold forever. Given operator dualities, all formulas in CTL can in fact be expressed in terms of three

compound operators � � �� 	 and � 
 along with Boolean connectives � and � .

Linear Temporal Logic or LTL [Pnu81] is another useful sublogic of CTL* that restricts the use of path

quantifiers. All formulas in LTL are of the form ��� or ��� where � is a restricted path formula without

any path quantifiers � or � . This, for example, rules out the formula � 	�� � � 9�� expressing the property

that along every state in every path, one can choose a path where 9 will eventually hold. Again, given

operator dualities, � in an LTL formula ��� can be thought of as any restricted path formula constructed

using temporal operators � ��	 and 
 along with Boolean connectives � and � .

Due to its severe restriction on path quantifiers, LTL expresses properties that are linear in time. This is

in contrast with CTL which allows a richer computation tree structure but instead restricts the use of temporal

operators. These two logics actually have different expressive powers (neither is subsumed by the other) and

are both strictly weaker than CTL*. The examples we saw above that were not expressible in CTL and LTL,

respectively, are in fact expressible in the other sublogic, while their disjunction ��� � 	 9�� � ��	�� � � 9�� ,
written here as a CTL* formula, is not expressible in either CTL or LTL.

3 Explicit State Model Checking

Given a Kripke structure � � �
	 �	 � ������� � representing a finite state system and a temporal logic formula

� specifying desired properties, the model checking problem is to check whether all initial states � � 	 �
satisfy � . In practice, one ends up computing the set 	�� of all states in which � holds and determining if
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	 � � 	 � . It is worth noting here that � holding in the initial states indirectly represents future properties of

the system because of the way temporal operators behave. An example of a property that one might require

to hold at all initial states of the system is that from all states reachable from this point, there is always a

path which leads to a pre-specified “halt” state.

3.1 The Basic Model Checking Procedure

A natural way to solve the model checking problem is by using an explicit representation of the Kripke

structure � � �
	 �	 � ������� � as a labeled, directed graph whose nodes represent the states in 	 , edges

represent the transition relation � , and node labels describe the labeling function � . We briefly discuss a

basic model checking procedure that uses this graph representation to recursively compute the set 	 � of all

states where � holds. At each stage of the recursion, this procedure explicitly maintains the set of states

where the corresponding sub-function of � holds. The rest of the paper will discuss how automata theory

tools and clever representations of Boolean functions can be used to improve this basic procedure.

The base case of the recursion occurs when � is an atomic proposition. Here we simply construct the

set of all states where this atomic proposition holds. Boolean operators � and � applied on two functions

correspond to union and intersection, respectively, of the sets of states associated with these two functions.

Boolean negation � corresponds to set complement. For � ��� , we compute the set of all states which have

a successor in the set corresponding to � . For � � � 
 
�� � � , we start with all states where � � holds and then

work backwards using the converse of the transition relation � to compute all states that can be reached by

a path which has � 
 true in each of its states. Other temporal operators are handled in a similar way, though

operators 	 and � specifying global properties are a little more involved, requiring computation of strongly

connected components. See [CGP99] for details. The whole process has complexity
� �  �  �� � � � .

3.2 Automata on Infinite Words

The theory of finite automata has been extensively studied over the years and finds natural uses in various

fields such as compilation, hardware design and structural complexity. It also provides a convenient tool

for designing model checking algorithms. The basic idea [VW86, Pel98, CGP99] is to represent possible

behaviors of the system as well as all acceptable behaviors as (non-deterministic) � -regular automata and

use tools from automata theory to check if the language of the former is contained in that of the latter. Any
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word violating this language containment serves as a witness for system failure.

� -regular automata work on infinite words over a finite alphabet, and are therefore a natural choice for

representing behaviors of a reactive system as an infinite sequence of states. Their structure is the same as

that of regular automata – a set of states including specifically marked initial, accepting and rejecting ones,

and a set of transitions labeled with symbols from the underlying alphabet. They also proceed by reading

input symbols one at a time and moving from state to state according to them. However, the accepting

condition is usually a variation of the following: an infinite word given as input is accepted if it makes

the automaton pass through some accepting state infinitely often. This particular condition defines a Büchi

automaton [Büc60]. It will be convenient to use a generalized version of Büchi automata where one has a

number of accepting sets and the accepting condition requires that one visits a state from each of these sets

infinitely often.

3.2.1 Model Checking Using Automata Theory

A Kripke structure � � �
	 �	 � ��������� with ��� as the set of atomic propositions is represented in a natural

way using a Büchi automaton � . The set of states of � is 	������#��� with �(� as the initial state, and the alphabet

is � ��� . There is a transition �
� �
	 ���#� � from state � � 	 to state �7� � 	 on input symbol 	 iff � �
� ���7� � holds

and � �
��� ����	 . There are also initial transitions ���7� �
	 ��� � where � � 	 � and 	 � ���
� � . Finally, we make

all states of � accepting. This results in the language ���� � accepted by � being exactly the set of possible

behaviors of � .

Desired properties can also be specified using another automaton � . We will shortly discuss how to

convert any LTL specification into an equivalent Büchi automaton. Given � and � , the model checking

problem reduces to the language containment problem: Is ���� � � ������ ? This can be rephrased as testing

whether ���� ��� ���� � ��� . Since Büchi automata are closed under intersection and complementation, we

can model check the original system by performing these two operations and checking if the language of the

resulting automaton is empty. Emptiness testing can be done by identifying strongly connected components

of the automaton and checking if the initial state is in the same component as some accepting state. If the

resulting language is not empty, we need to produce a counter example, which is actually an infinite word.

This, however, turns out to be feasible because if there is a counterexample, then there also exists one with

a succinct description of the form ����� , where � and � are finite words and � denotes infinite repetition.
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The complementation step in this process raises an efficiency issue. Although Büchi automata are closed

under complementation, the resulting automata can be exponentially larger. This problem is overcome by

making the user specify the complement automaton � directly, giving bad behaviors of the system as input

instead of acceptable ones. In the case where � was obtained automatically from a temporal logic formula

� , one can straight away obtain � by starting with � � instead of � .

3.2.2 Translating LTL Specification into Automaton

In this section, we briefly discuss an algorithm for translating a given LTL specification into an equivalent

generalized Büchi automaton [GPVW95]. Given a restricted path formula � , we first convert it into negation

normal form by using operator dualities to push all negations � to the innermost level, next to atomic

propositions. All operators are then rewritten in terms of 
 �� and � . The algorithm starts with a node

init that has associated with it three sets of subformulas of � . New � ��� � is the target set for this node, Old

� � denotes what has already been processed when reaching this node, and Next � � is what we require

successors of this node to have as their target. For a concrete example, let ��� � 
�� � 
�� � . The algorithm

proceeds by taking any node whose New field is not a simple atomic proposition and expanding it. This

is best explained by the example at hand. The node init here would expand to have two successor nodes,

one with fields (New � � � � , Old � � � 
�� � 
�� � � , Next ��� � 
�� � 
�� � � ) representing the case where

� holds in the next state and � recursively holds in the state after it, and a second one with fields (New

� � � � 
�� � � , Old � � � 
�� � 
�� � � , Next � � ) representing the case where � � 
�� � holds in the next

state and nothing is required of the states after it. The other two temporal operators � and � and the three

Boolean operators are handled in a similar fashion.

Starting with the init node with � as the New field, the algorithm recursively expands nodes until all of

the unexpanded ones have simple atomic propositions as their target. All these nodes form the states of our

generalized Büchi automaton. The alphabet consists of sets of atomic propositions, thought of as indicating

those propositions that are true. There is a transition from state � to state � � labeled 	 if and only if �.� is a

successor of � from the expansion process and 	 satisfies all propositions in Old ��� � � . There is one accepting

set for each occurrence of 
 in � . For a subformula � � ��� 
 
�� � , the accepting set contains all states � such

that either � � � Old ��� � implying that this subformula has already been satisfied, or � ���� Old ��� � implying

that �5� was never required to hold in the previous state.
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3.2.3 Complexity

We first note that union and intersection of two Büchi automata require size the product of the sizes of the

two using standard product construction. Language emptiness can be checked in linear time using depth first

search type algorithms to identify strongly connected components. Hence, this model checking procedure

requires time
� �  �  �8 �� � , where  �  and  �  are the sizes of the system and the specification automata,

respectively.  �  is linear in the size of the Kripke structure � it represents. If � is obtained from an LTL

formula � ,  �� ��� � � � � , resulting in net complexity
� �  �  � � � � � � � .

4 Symbolic Model Checking

Explicit state representation of Kripke structures as labeled, directed graphs results in intuitive algorithms

for checking temporal properties based on standard graph operations. Although the graph operations needed

for these are efficient in terms of the size of the graph, the state transition graph itself becomes enormous for

most practical problems. This calls for relatively concise symbolic representations. Instead of working with

explicit states and transitions, we use compact structures that manipulate sets of states in an indirect way.

4.1 Binary Decision Diagram: BDD

One of the most influential ideas that made model checking practical was the use of Binary Decision Di-

agrams or BDDs [Bry86] for symbolically encoding state transition graphs and specifications [BCM � 92].

BDDs are like binary decision trees where nodes represent variables branched upon, 0/1 edge labels repre-

sent the value of the variable in the corresponding subtree, and 0/1 leaf labels denote the value of the function

on any assignment to the variables consistent with the path from the root to that leaf. The only difference

from decision trees is that BDDs are allowed to reuse nodes. Their underlying structure is a directed acyclic

graph instead of a tree. For our discussion, we will assume BDDs are ordered, meaning that there exists a

total order on the variables that every path respects. These are also referred to as OBDDs in the literature.

The size of a BDD representing a given Boolean function varies substantially with the order of vari-

ables used to branch upon. However, if we fix the order, there is a canonical BDD for any given function

(up to trivial simplifications). This makes BDDs highly suitable for satisfiability and equivalence checks.

Furthermore, under good variable orderings, Boolean formulas often have a much smaller representation as
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BDDs than as conjunctive and disjunctive normal forms. A property that often makes them more attractive

than circuits (which are also more compact than CNF and DNF forms) is the complexity of evaluating the

underlying formula on a given variable assignment. While this is linear in the size of the circuit, it is linear

only in the number of variables of the BDD irrespective of the size of the BDD itself.

4.1.1 Operations on BDDs

For many applications including model checking, it is important to be able to start with BDDs representing

two Boolean functions � 
 and � � and combine them efficiently to obtain one that represents � 
�� � � , where

� denotes any one of � ��� � 6�� �	� � � ��

logical operators. Projection operators such as � 
 � � �

��	�
� � 
 are

trivially handled by picking the right BDD. Negation, ��� 
 , which is also one of the 16 two-argument logical

operators, can actually be handled very easily – we simply negate the value of each terminal node of the

BDD representing � 
 .

For all other binary operators, we use a uniform recursive method called Apply [Bry86] that uses Shan-

non expansion of Boolean functions: � � ��� & � �  ���� � � � � & ���  ��� 
 � . If one of � 
 and � � , say � 
 , is the

constant function, i.e. it is represented by a single terminal node BDD, Apply simply relabels each terminal

node � of the BDD representing � � with ����� ��� � � 
 � � ����� ��� ����� . Otherwise, let & 
 and & � be the variables

branched upon at the roots of the BDDs representing � 
 and � � , respectively. Recall that we have a branch-

ing order on the variables. If & 
 � & � � & , Apply outputs a BDD branching on & with � 
  ��� � � � �  ��� � and

� 
  ��� 
�� � �  ��� 
 as its two children. BDDs for these subformulas are computed in a recursive manner. If

& 
�� & � , the function � � must be independent of & � because of the fixed branching order. In this case, the

root branches upon & 
 and the two children are � 
  � � � � � � � and � 
  � � � 
�� � � . The case where & 
! & � is

handled similarly.

Even though each call above generates two recursive subproblems, Apply can be performed in time
� �  � 
  7�  � �  � using dynamic programming. Here  �.�  denotes the size of the BDD representation of ��� . The

dynamic programming table has one entry for each pair � � 
 ��� � � , where � � denotes the function represented

by a sub-BDD of the BDD for �3� . Such a sub-BDD is uniquely determined by its root, for which there are

 � �  choices.

Two other operations often used in model checking applications are substitution and existential quantifi-

cation. Given a BDD for � , a BDD for �  "��� � or �  ��� 
 is created by simply replacing every node, if any,
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branching on & with its 0 or 1 successor, respectively. Existential quantification � & � � is handled by creating

a BDD for the equivalent formula �  "��� � � �  ��� 
 .

4.1.2 Model Checking Using BDDs

The basic tool required for model checking using BDDs is the fixpoint characterization of temporal logic

operators. Let � � �
	 �	 � ������� � be a Kripke structure. A set 	 � � 	 is called a fixpoint of a function

� ��� �
	 �+�� �
	 � if � �
		� � ��		� . Here � �
	 � denotes the power set of 	 . For this section, we will identify

	 � with its characteristic function ) 4�� , which can also be thought of as a predicate on 	 true exactly for the

states that belong to 	 � . Accordingly, � can be thought of as a predicate transformer. The elements of � �
	 �
form a partial ordering under set inclusion. The least element of this ordering, the empty set, can also be

thought of as the FALSE predicate. Similarly, the greatest element, which is 	 itself, can be thought of as the

TRUE predicate.

We will use simple � -calculus notation for fixpoint characterization. It can be shown that if the predicate

transformer � is monotonic, i.e. � �	� implies � � � � � � � � � , then it always has a unique least fixpoint

��
 � � ��
�� and a unique greatest fixpoint �
 � � ��
 � . Assuming certain continuity properties that always hold

for finite state Kripke structures we are concerned with, it is further true that

��
 � � ��
�� � � ��
  � ��
 � � 
 � � �
�
� � ����������� �

�
 � � ��
�� � � ��
  � ��
 ��� 
 � � !
�
� � ��"$#&%�� �

where � � denotes � repeated applications of � . Given monotonicity of � , this characterization gives us trivial

iterative algorithms to compute its least and greatest fixpoints – start with FALSE or TRUE depending on

what you want to compute and keep applying � until there is no change in the predicate. This convergence

testing is where canonicity of BDDs comes handy. All we need to check is whether the BDDs representing

consecutive approximations are exactly the same.

We now describe how one uses fixpoint computations to check whether a Kripke structure satisfies a

given specification. For this section, we will assume that the specification is given in CTL form, using

Boolean connectives along with compound operators � � �� 	 and � 
 . We will identify a CTL formula �
with the set of all states in which � holds and recursively create a BDD for the characteristic function of this
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set. The BDD for an atomic proposition simply represents the set of states where that atomic proposition is

true. Given BDDs representing the sets of states where � 
 and � � hold, respectively, we can use the Apply

operation described earlier to obtain a BDD representing the set of states where Boolean combinations

such as � 
 ��� � hold. The three compound operators are a little more involved. Given a BDD for � , the

BDD representing the set of states where � ��� holds is the BDD for the function � %& � � � �(%& � ��� � �(%& �3%& � � ,
which can be constructed using standard BDD operations seen earlier. Next, we claim that the set of states

where � 	�� holds is exactly the greatest fixpoint of the predicate transformer � ��
 � � � � � � 
 , that is,

� 	�� � �
 � ��� � � 
 . To see this, we first observe that � is monotonic. One can also verify that � 	�� is a

fixpoint of � by simply using the definition of the three operators � ��	 and � . That it is in fact the greatest

fixpoint of � can be shown using the characterization of the greatest fixpoint as � � � � ��� � ��� � . We will omit

the details here (see [CGP99]). One can similarly show that � � � 
 
�� � � is the least fixpoint of the predicate

transformer � ��
 � ��� � � � � 
 � � � 
 � . Combining everything, we have an algorithm for generating a BDD

that characterizes exactly those states of � where the CTL specification � holds.

4.1.3 Complexity

Fixpoint computations take at most as many iterations as there are states in the fixpoint set, and each iteration

requires
� �  �  � time. The complexity of fixpoint computations can therefore be bounded by

� �  �  � � .
Boolean operations can be performed using Apply which takes time the product of the sizes of the two

underlying subformulas. Hence, in the worst case, model checking using BDDs has complexity
� �  �  � �

� � � � � . However, in practice, it turns out to be feasible for many real world domains where any method based

on explicit state representation fails.

4.2 Propositional Formula Satisfiability: SAT

Propositional formula satisfiability or SAT is a well studied NP-complete problem for which several heuristic

algorithms have been developed over the last few decades. These include systematic local search procedures

such as the tableau method [CA93], SATO [Zha97] and GRASP [MSS96] based on the Davis Putnam pro-

cedure [DP60, DLL62], as well as stochastic methods employing randomized search for solutions such as

GSAT [SLM92] and WALKSAT [SK93].
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4.2.1 Bounded Model Checking

We saw earlier a way to represent any Kripke structure � � �
	 �	 � ������� � as a Boolean formula over two

sets of state variables. The technique of Bounded Model Checking [BCC � 99] extends this idea. Here we

seek counterexamples of a fixed length
�

in the system represented by � . Accordingly, we have
��� �

sets

of state variables %& � �3%& 
 � ����� �3%&�� representing
�

steps of the system. Using terminology from Section 2.1.2

and unrolling the transition relation � �
times, we have a Boolean formula

� � � � � �
�� �
� ) 4 6 ��%& � � �

��� 
�
�	� �

)-*, ��%& � �3%& � � 
 �

over the state variables %& � which is satisfiable iff %& � represents an initial state and the system proceeds in a

valid manner according to � for the initial
�

steps.

To use SAT procedures for model checking � , we must first encode the given specification as a propo-

sitional formula over the %& � ’s. In this section, we will examine the existential LTL model checking problem,

namely the case where the specification is given as an LTL formula ��� . We will show how to generate a

propositional formula � � � ��� � � � which is satisfiable if and only if there exists a valid path � in � along which

� holds. Note that if we know an upper bound on
�

, a solution to this problem also implies a solution to any

universal LTL model checking problem because of the duality ��� � � � ��� . Recall from LTL restrictions

that � is not allowed to have any path quantifiers � or � , and is defined recursively in terms of Boolean

operators and the five temporal operators. Boolean operators are handled in a trivial way when constructing

the propositional form. We briefly discuss how temporal properties are translated.

We first make a crucial observation that influences the translation below. While the two existential

properties � and 
 can be verified by identifying a “witness” state within the bound
�

, the two global

properties 	 and � cannot. Bounded model checking gets around this obstacle by using the fact that

information about an entire infinite path may be contained in a finite prefix thereof if there is a back loop

in the corresponding state sequence. This allows us to check for global properties by looking only at finite

path prefixes.

We will specify two different translations depending on whether the witness path � for the existential

problem has a back loop or not. For a restricted path formula 
 in LTL, let � ��
 � � � � denote the result of its

translation into a propositional formula when � does not have a loop, and � � ��
 � � � � denote the corresponding
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translation when � does have a loop starting at the ��� � state along � , i.e. � � � � � � holds. Here � denotes a

temporary index referring to the � � � state along � and is used for recursive definitions. The translation will

be on the conservative side, i.e. if the translated formula is true, the original LTL formula would hold even

without any bound
�

, though the converse may not be true.

We will first do the case where there is no loop. Here � � 	 
 � � � � � FALSE because no global properties

can be asserted confidently. � � � 
 � � � � is FALSE if � � �
and � ��
 � � � � 
� otherwise. � ��
 
 
 
 � � � � � says that there

exists
� � ��� � � � � such that � ��
 � � ��� � as well as all of � ��
 
 � �	� � , �
��9 � �

are true. Operators � and � are

translated in a similar way. Note that truth of these propositional translations implies that the corresponding

LTL formulas hold, but not vice versa. For the loop case, we know the complete information about the

path and hence the translation is exact. � � � 	 
 � � � � is now the conjunction of all � � ��
 � ��� � for $ ��� � � � � ��� � � �
.

� � � � 
 � � � � � � � � � � ���������� ���� where the successor � ����� � � � of state � along � is defined in the natural cyclic way.

The other three operators are also defined in a similar manner. Finally, we have formulas � � �
��	�
� )-*, �(%&�� �3%& � �

indicating whether there is a loop starting at state � along � . � � is defined to be the disjunction of all these

formulas.

We are now ready to give the complete translation of an existential LTL model checking problem into a

propositional formula:

� � � ��� � � �
��	�
� � � � � � � �

���
� � � � � � � � � ���� � ��

� � �

�
� � � � � � � � � � ����! 

Intuitively, this formula asserts that � behaves in a valid way for the first
�

steps and that the correct

translation of � is used depending on whether there is a loop or not.

4.2.2 Complexity

The size of � � � ��� � � � is polynomial in the size  �� of the formula if common subformulas are shared, which

is done in the implementation BMC given by [BCCZ99]. It is quadratic in the unrolling length
�

and linear

in the size  �  of the Kripke structure. Bounded model checking proceeds by incrementing the bound
�

in an exponential manner, looking for a value for which � � � ��� � � � is satisfiable. As such, this procedure is

incomplete – one will never know when to stop and declare that � � � ��� � � � is unsatisfiable for all
�

in case it

is. However, one can show that an LTL formula ��� holds in � iff there exists
� �  �  ��� � " � such that

� � � ��� � � � is satisfiable. This makes the procedure complete. There are also better bounds in terms of the
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loop diameter of a � [BCCZ99], which is the least number � such that if a state � � of � is reachable from

another state � via some path, then it is also reachable via a path of length at most � .

4.3 Boolean Expression Diagram: BED

BDDs have been traditionally used for model checking because of their compactness, canonicity and ease

of manipulation. However, for many real world problems, the intermediate and sometimes even the initial

BDDs are too large to handle. In some of these harder domains, general SAT procedures using stochastic

or other techniques turn out to be more useful. However, they are worse than BDDs on certain other do-

mains. Boolean Expression Diagrams or BEDs [AH97] can be used to combine the advantages of both these

techniques [WBCG00, WAH01]. The novelty comes from using a simple new representation very similar

to BDDs, except that nodes are now allowed to have Boolean connectives instead of the usual one variable

branch. Any Boolean function � represented by a BDD with & as the first variable branched on can be

written recursively in its Shannon expansion form ��� & � �  ��� � � � � & � �  ��� 
 � . We can use this expansion

and a few more Boolean operators corresponding to new � � � and � nodes to obtain the Boolean function

represented by any given BED. This allows us to use standard SAT procedures for BED model checking.

On the other hand, as we will shortly see, there is a simple up-one procedure whose repeated application can

convert any BED to an equivalent BDD. This lets us utilize the canonicity and compactness of BDDs to do

BED model checking as well.

Unlike BDDs, BEDs are not canonical. This makes direct satisfiability and equivalence checks harder.

In particular, the convergence test used in fixpoint algorithms is now more complicated. However, lack of

canonicity also often makes the representation much more compact and allows us to deal with problems

for which even the initial BDDs are exceedingly huge. An example of this is the multiplier function which

requires exponential size BDD representation under any variable ordering [Bry86] but has a quadratic size

BED computing it. This latter result follows from the facts that there is a small circuit for multiplication

and Boolean circuits can be trivially converted into BEDs without any size blowup. One should remember,

however, that although BEDs are more succinct than BDDs for many natural functions, a simple counting

argument shows that almost all Boolean functions require exponential size BEDs [AH97].
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4.3.1 Operations on BEDs

We now describe how to carry out useful operations on BEDs in an efficient manner. Given two BEDs

representing Boolean functions � 
 and � � , and a binary Boolean operator � , we no longer need the relatively

complicated Apply operation used in combining BDDs. Instead, we simply create a node labeled � and make

the two given BEDs its children. Negation � can be handled in a similar way.

A key operation whose repeated application converts any BED to a BDD is up-one [AH97]. This is

useful when one wishes to perform satisfiability, equality and other checks for which BDDs are highly

suited. Let &  � 
 �� � denote the Boolean function � & ��� 
 � � ��� & � � � � . This naturally corresponds to a

BDD branch on a variable & if � 
 � �  ��� 
 and � � � �  ��� � for some function � . One can easily verify that

for any Boolean operator � ,

� &  � 
 �� � � � � &  � 
 ��� � � � &  � � 
�� � 
 �� � � � � � � �

The up-one operation uses this identity to move the branching variable & up one level above the operator � .

Repeated applications eventually bring � down to the lowest level, at which point it is directly applied to the

values at the two terminal nodes and eliminated from the BED.

BEDs allow for a more general substitution operation. Given a BED for � , a variable & and any Boolean

formula � represented by a BED with root � , the BED for �  ����� is obtained by first using up-one to bring

& to the root � with children � and 
 , and then replacing � with the BED representing ��� ��� � ��� ��� � 
 � .
Existential quantification on a variable & is handled by first performing up-one on the BED for � to bring &

to the root. The new BDD for � & � � is obtained by simply relabeling the root with the operator � instead of

the branch variable & . This is valid because � & � &  � ��� is equivalent to � ��� .

4.3.2 Model Checking Using BEDs

BEDs can be used for model checking finite state transition systems in a way similar to BDDs by utilizing

fixpoint characterization of temporal logic operators. The only difference is that we now can use slightly

more efficient and succinct BED operations to handle Boolean and temporal operators. For instance, a BED

for � 
 � � � is simply a node labeled � with the BEDs for � 
 and � � as its two children. Similarly, a BED for

� ��� � �	%& � � � �(%& � � � � �(%& �3%& � � is obtained by applying existential quantification to the BED consisting of a
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node labeled � with BED representations of � and � as its two children.

This last example motivates a new encoding for the transition relation � that leads to faster model

checking algorithms. Instead of specifying � in a purely relational form, we can also specify parts of it as

functional assignment to the next state variables. More precisely, for a partition ��� � %&�� � � � %& � of the next

state variables %& � ,
� �(%& �3%& � � ����� � � �(%& ����� � %& � ��� �

�
� � � � & ��
	 ��� �(%& ���

Suppose the complete transition relation is specified in the functional form. Then the representation of � ���
as � %& � � � �(%& � � � � ��%& �3%& � � translates into �	%& � � � �(%& � � ��� � � & �� 	 ��� �(%& � � . This can now be re-written in a much

simpler way as � � � � �(%& � � & �� � , converting existential quantification into substitution. This quantification-by-

substitution rule � & � � � � & 	 � � � � � � � & � turns out to be a useful tool in a couple of other places also

such as set inclusion testing and iterative squaring to reach fixpoints faster. For details see [WBCG00].

5 The Planning Problem and SAT procedures

A problem related to model checking and well studied in the artificial intelligence community because of its

hardness as well as practical applications is Planning. The planning problem captures finite state systems

with a set of fluents or predicates that may or may not hold at a given state, and a set of available actions

that can be performed at any time their precondition is met, resulting in a set of effects. There are goal

states that one tries to reach, respecting conflict rules that specify which actions or fluents cannot occur

simultaneously. The aim is to come up with a control strategy or a plan specifying a sequential or parallel

set of actions that will take the system from an initial state to the goal states. This generic formulation is

used widely to study planning problems and has a succinct representation based on the language used in

the STRIPS system [FN71]. The challenge in planning comes from the vastness of the underlying space of

possible plans and the large number of options available at each step of the search.

Planning problems have been traditionally handled using specialized planning systems that utilize do-

main knowledge in a heuristic way. They typically proceed by viewing the state space as a (symbolic) graph

with fluents labeling nodes and actions labeling edges. Heuristics are used to guide a backtrack or forward-

chaining search looking for a valid path from the initial to the goal states. These heuristics typically use

domain specific knowledge to estimate the distance to goal states. A drawback of most of these heuristic
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methods is that if the goal is not achievable, the only way to detect this is to exhaustively enumerate the

whole state space, which is usually not feasible. Moreover, heuristics require manual insight and may not

always work to our benefit.

A more systematic as well as automatizable approach is that of the GRAPHPLAN system [BF97]. It

converts STRIPS style planning problems into a new data structure called a planning graph, which is a

layered representation of the underlying state space. Each layer denotes a time step from the initial state.

Nodes are either actions or fluents, and edges connect action nodes with their preconditions as well as

effects. A planning graph can be viewed as the state transition graph unrolled from the initial states a fixed

number � of steps. GRAPHPLAN proceeds by picking a value for � and searching for a plan of length � . If

it is successful, it tries for a shorter plan, and if not, a higher value of � is checked. Plan search is done

by generating mutex constraints that say which pairs of fluents or actions cannot occur simultaneously, and

using them to prune the search space.

5.1 Planning Using SAT Procedures

Until mid-1990’s, it was widely believed that planning problems require specialized systems performing

a systematic state space search using domain knowledge. The development of fast satisfiability solvers

and efficient encodings of planning problems as propositional formulas changed this. Although the gen-

eral STRIPS-style plan existence problem is PSPACE-complete [Byl91], the corresponding problem where

one seeks plans of polynomial length is (only) NP-complete. Hence there exists an encoding of planning

problems as propositional satisfiability problems [KS92], from now on called SAT instances. It however

turns out that the efficiency of SAT based planning procedures varies tremendously with the encoding used

[KMS96].

SAT encodings for planning problems use a standard clausal representation. No syntactic distinction

is made between fluent and action variables. Constraints are specified as simple clauses on these variables

and there is no indication of what is a goal or what is a precondition. This allows SAT solvers to explore

strategies other than state based backtracking or forward chaining. This leads to a potentially different kind

of constraint propagation mechanism than what GRAPHPLAN like algorithms achieve. A second way in

which SAT based planning methods differ from traditional specialized procedures is in the use of stochastic

search. While planning is usually thought of as a systematic search through a huge space of possible plans,
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randomized SAT algorithms such as WALKSAT [SK93] are in some cases able to lead the search away from

a space of incorrect plans. As a combined effect of general encodings and randomization, SAT procedures

often outperform specialized systematic planning algorithms on hard instances from many domains includ-

ing blocks world, logistics and rocket controllers [KS96]. One should remember, however, that stochastic

SAT procedures are inherently incomplete in that they never prove that a given formula is not satisfiable.

One must revert to systematic procedures, SAT based or otherwise, to assert statements like no plan of a

given length exists.

5.2 SAT Encodings

We briefly describe how STRIPS-style problems can be encoded as a propositional formula. We will use as

an example the blocks world domain where one deals with stacks of blocks and can perform at any stage

one of four block operations: pickup, putdown, stack and unstack. The aim is to find a plan,

which is a sequence of these operations, that takes the blocks from a given initial state to a given goal state.

In STRIPS notation, there are fluents such as on(blockA,blockB,5) holding at a particular instant and

actions such as pickup(blockC,4) starting at the specified instant and ending in one time step. Fluents

and actions can be thought of as describing axiom schemas such as on(x,y,t) and pickup(x,t).

When translating into a SAT instance, the maximum length of the plan sought is fixed and these axiom

schemas are instantiated as propositional variables such as pickup blockC 4. Desired properties of the

system are specified as a propositional formula over these variables, and is then converted into a standard

clausal form. For instance, to assert that every pickup is immediately followed by a stack, one can

write a general schema pickup(x,i) � � y.stack(x,y,i+1) and instantiate it into constraints

like pickup blockA 4 � � stack blockA stackP 5 � stack blockA stackQ 5 � .
In addition to axioms specifying desired behavior, SAT framework often requires many additional con-

straints to rule out unintended models. For example, one might have pairs of conflicting actions that re-

quire a mutual exclusiveness constraint of the form � opA(t) � � opB(t). Similarly, the fact that ac-

tion opA requires fluents flC and flD as its precondition should be encoded explicitly as opA(t+1) �

� flC(t) � flD(t) � . Such rules can be either written down manually by looking at the problem specifi-

cation as done in linear encodings of [KS92], or generated automatically from the planning graph represen-

tation [KS96]. Yet another way, referred to as state-based encoding [KS96], specifies the same information
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by focusing on what it means for a state to be valid rather than describing what each action does. As an

example, instead of specifying explicitly what a stack operation does, we can have axiom schemas that

generate constraints saying: if on blockA blockB 3 is FALSE but on blockA blockB 4 is TRUE,

then stack blockA stackP 3 must have occurred, given blockB was in stackP.

6 Summary

Model checking presents a promising tool that can be used for design validation as the need for high

confidence in the correctness of automated systems rises with increasing computational power and more

widespread use of such systems in critical domains. As a field of research, it has seen tremendous progress

in the last twenty years, growing from tools that could verify systems with a million states to procedures

that can now handle more than
��� 
 �	�

states. In the process, connections with automata theory, propositional

satisfiability, logic and efficient data structures have been explored.

Finite automata on infinite words correspond naturally to finite state transition systems. Desired tempo-

ral properties can also be usually specified in terms of these automata. This reduces the problem of model

checking to testing language containment given two automata, a solution to which is well known. What

makes this approach even more attractive are efficient procedures to convert standard temporal logic spec-

ification into an equivalent automaton. Transition systems with several independent components can be

specified as a group of component automata whose product, which never needs to be computed explicitly,

represents the whole system. This leads to a relatively succinct representation.

While techniques based on explicit representation of reactive systems as graphs suffer from the state

space explosion problem, they do provide a good understanding of model checking and form the basis for

efficient algorithms we now have. BDD representation of Boolean functions corresponding to sets of states

gives a much more succinct structure to handle and allows us to go well past the limit of earlier techniques.

At the heart of this lie concise representation provided by BDDs and efficient algorithms to manipulate

them. While canonicity of BDDs leads to trivial satisfiability and equality testing used frequently in model

checking applications, it also results in requiring exponentially large size for BDD representation of some

useful functions, such as multipliers.

Propositional satisfiability testing has seen many developments in the last thirty years and has always

been a hot area of research. Dealing with an NP-complete problem, it naturally finds applications in many
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fields of computation. Employing state of the art SAT solvers to do model checking has proved successful.

The key idea here is a good propositional representation of both the system model as well as the specification.

These representations typically fix the maximum number � of system steps considered. This has twofold

consequences: one, we might not be able to prove consistency of the system within � steps, and two, if

the system is not consistent, then we cannot infer this until we have tried all values for � within a bound

based on the system. This bound may or may not be small depending on the domain. Nevertheless, SAT

procedures are able to handle some of the hard instances where BDD based techniques fail. In most such

cases, canonicity of BDDs ends up requiring huge structures in the intermediate stages of model checking.

Model checking tools based on BDDs and SAT procedures complement each other, often providing fast

solutions in domains where the other fails. BED representation unifies these two techniques through the

use of a new data structure that is suitable for representing both BDDs and Boolean formulas. Clever but

simple operations allow conversion from a given BED to either an equivalent BDD or a SAT instance. As

a result, both BDD and SAT based techniques or a combination thereof, can be used with BEDs depending

on the domain. An obvious issue here is the selection of the right sub-procedure given a model checking

instance. BEDs are not canonical, making satisfiability and equality testing harder. In fact, one has to

resort to relatively complicated SAT procedures for these. On the other hand, lack of canonicity also makes

BEDs much more succinct even for functions that require huge BDD representation. BEDs therefore end up

combining the advantages of the two underlying techniques and extending feasibility of model checking.

A related area is the use of general SAT procedures for solving planning problems. Planning is one of

the heavily studied fields in artificial intelligence. Over the years, researchers have developed specialized

systematic procedures for solving planning problems on particular domains. These use domain specific

knowledge to guide the search in a vast space of potential plans. The key ideas that made the use of

generalized stochastic SAT solvers possible for planning were smart encodings of planning problems as

SAT instances and the inherently different search mechanism underlying randomized SAT procedures. Over

the years, planning instances have come to use a very specialized notation that relates well to real life

planning systems of interest but is far from being as general as a propositional formula. Conversion of this

notation into a good propositional encoding, done either manually based on the domain or automatically

from a planning graph representation, along with the development of fast SAT solvers have allowed SAT

based techniques to compete, and in some cases even outperform, traditional systematic planning engines.
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